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Fiscal Multipliers in Abnormal Times:  
the Case of a Model of the Italian Economy 

by Sergio de Nardis, Carmine Pappalardo1 

 

Abstract 

In this paper we provide estimates of the fiscal multipliers for the Italian economy in the 
crisis period (2008-2014). Based on a traditional structural macro-econometric model, 
we find suggestive evidence of an increase in the size of such multipliers in the latter 
part of the sample, involving the exceptional period of double-dip recession (2008-
2014). How to get from these indications to a more precise inference of crisis-specific 
multipliers is an unresolvable problem within standard model estimations because the 
timespan is too short to obtain any reliable and efficient inference of the crisis 
multipliers. We circumvent this problem by first correcting the model for any instability 
in the structural parameters. Then, the indirect inference of fiscal multipliers for the 
crisis period (2008-2014) is obtained on the basis of an (inverse) variance-based 
weighting scheme of the sub-periods fiscal multipliers. We show that, despite the higher 
statistical uncertainty, the magnitude of the estimated multipliers of the crisis period is 
significantly larger than pre-crisis estimates, both on the expenditure and the revenue 
sides, and the findings are robust to sensitivity checks. Results from the simulation of 
the 2011-14 fiscal consolidation plan show that appropriate consideration of the crisis-
specific multipliers considerably reduces the forecast error with respect to the 
projection obtained on the grounds of the standard model-based multipliers. 
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Roberto Golinelli, Libero Monteforte, Guseppe Pisauro, Pietro Rizza and Stefano Siviero for their comments 
and very helpful suggestions to improve the paper. All remaining errors are ours. The views expressed in this 
work are our own and do not necessarily reflect those of Parliamentary Budget Office. 
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Non technical summary 

In this paper we provide estimates of the fiscal multipliers for the Italian economy in the 
crisis period (2008-2014), based on a traditional structural macro-econometric model 
(MeMo-It model).  

We start by performing a sub-period estimation of the model in 1970-2007, that is for 
the years preceding the crisis. We find that the fiscal multipliers obtained from this 
model estimation are generally smaller than the fiscal multipliers of the model 
estimated for the entire sample period 1970-2014, which includes the crisis period 
(2008-2014). We interpret this evidence as suggestive of an increase in the size of fiscal 
multipliers in the latter part of the sample, involving the crisis period.  

Yet, how we go from these suggestive indications to a more precise inference of crisis-
specific multipliers is an unresolvable problem within standard model estimations. This 
is because: a) model-based estimates of fiscal multipliers in these models are, by 
construction, independent of the state of the economy (they are the same in recessions 
and expansions); b) the timespan of the crisis is too short to make any accurate and 
efficient direct estimate of the multipliers in those years feasible.  

We show however that even such models convey, through the inspection of stability of 
structural parameters and sub-period estimations, relevant information about changes 
in fiscal multipliers in the crisis period. The methodology we adopt consists of three 
steps: 

a) Correction of the model for any instability of structural parameters (in both 
cointegration relations and error correction equations); 

b) Re-estimation of the fiscal multipliers of the instability-amended model both for 
the whole sample period (1970-2014) and the pre-crisis years (1970-2007); 

c) Indirect estimation of fiscal multipliers for the crisis period (2008-2014) on the 
basis of the construction of (inverse) variance-based weighting schemes of the 
sub-periods fiscal multipliers. 

Although uncertainty is inevitably large in this kind of estimation, it is nonetheless 
possible to show that the size of the multipliers of the crisis period (2008-2014) is in 
general significantly larger than pre-crisis estimates (1970-2007), both on the 
expenditure and the revenue sides. According to the baseline estimates, the size gets 
quite large in the crisis period for multipliers associated with government expenditure 
(they rise above 2.5 for investment expenditure and above 1 for consumption). 
Significant increases in crisis-period multipliers (which remain below 1 however) are also 
detected for expenditures on social transfers, direct taxation (both household and 
corporate income), social security contributions and taxation of consumption and 
(regional) economic activities. Differences are still detected even after various sensitivity 
tests, confirming, for the Italian case, the findings of the empirical literature about the 
increase in the size of fiscal multipliers in the crisis period compared with normal times. 
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As an application, we adopt the estimated (baseline) period-specific multipliers for the 
multi-year fiscal consolidation plan implemented, in successive instalments, by Italy in 
the second half of 2011. Particularly, we decompose the forecast error with respect to a 
projection obtained with the MeMo-It model based on its standard multipliers in three 
components of errors respectively due to: a) exogenous variables; b) fiscal multipliers; 
and c) other factors. Simulation results show the large role of fiscal multipliers in the 
forecast error concerning the depth and length of the subsequent recession. Correcting 
the underestimation of fiscal multipliers makes the forecast error almost vanish in 2012 
and decline by 70 percent in 2013. Robustness checks, performed on the assumption of 
positive values of the covariance between the same multipliers in different periods, 
substantially confirm the baseline result of a noticeable reduction in the forecast error. 
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1 Introduction 

The Great Recession and its European extension with the sovereign debt crisis and the 
fiscal adjustments undertaken in several Eurozone countries have rekindled attention on 
the issue of the effectiveness of fiscal policy. As Fatàs and Mihov (2012) point out, the 
pre-crisis consensus view of both academic researchers and policymakers focused 
almost exclusively on monetary policy as a stabilization tool, assuming that fiscal policy 
was not good at doing the job. More specifically, it was thought that automatic 
stabilizers could generally provide a degree of stabilization. When this was not enough, 
discretionary fiscal policy had to be put aside in favor of monetary policy because of the 
lags in the decision-making and implementation of fiscal measures and the distortions 
induced by political interference. According to Blanchard at al. (2010), fiscal policy took 
a backseat to monetary policy for several other reasons. First, there was wide skepticism 
about the effects of fiscal policy, also on the grounds of arguments related to Ricardian 
equivalence. Moreover, in the pre-crisis period of “great moderation”, monetary policy 
had proved successful in maintaining a stable output gap and hence there was little 
need for another stabilization instrument. Finally, in the advanced countries affected by 
aging populations and problems of the long-term sustainability of the public finances, 
the priority of fiscal policy had to be to stabilize and possibly reduce high debt levels. 
Also based on these views, a large majority of analysts and policy-makers anticipated 
somewhat limited and short-lived recessionary effects from the fiscal consolidation 
plans that, absent any sort of backstop, several Eurozone economies had to frontload in 
response to the burst of financial panic and the fall of confidence in the single currency. 

Yet, the general tenet about the conduct of economic policy was dependent on the 
realization of conditions that hold in normal times, but which failed to materialize in the 
exceptional circumstances of the crisis. Consolidation plans were adopted at a time of 
considerable slack in economic activity (negative output gaps), when European 
economies had not yet recovered from the earlier severe downswing. Fiscal adjustments 
were therefore implemented in recessionary time. In this situation, monetary policy 
became rapidly impotent in regulating the business cycle, as central banks (and 
particularly the ECB) could not cut interest rates much below the zero lower bound to 
counteract the negative impact of fiscal consolidations. Quite the contrary, the 
deflationary impulses produced by austerity plans widened the gap between the real 
interest rates and their (falling) equilibrium levels. Furthermore, the impairment of 
financial systems (the credit crunch) significantly increased the share of financially 
constrained agents, which reacted more strongly to the squeeze on their current income 
than in normal times. On the top of that, fiscal adjustments were implemented 
simultaneously across Europe, even in countries that were not facing confidence crises. 
The lack of fiscal policy coordination notably intensified the negative spillover effects in 
an area characterized by strong trade links. In their influential work, Blanchard and Leigh 
(2013) show that, due to the underestimation of fiscal multipliers based on pre-crisis 
developments, GDP forecast errors (made by IMF and other international organizations) 
were significant and widespread in the advanced countries and the euro area. In other 
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words, fiscal multipliers in the crisis period were substantially higher than those 
assumed by forecasters on the basis of estimates performed in normal times. A similar 
finding was more recently confirmed by Gόrnicka et al. (2018), who found that the fiscal 
multipliers applied by the European Commission increased over time during the crisis 
period. 

In this paper we address these issues in the case of the Italian economy. To our 
knowledge the question of rising fiscal multipliers in the crisis years has indeed been 
much discussed in the Italian policy debate, but has been scarcely dealt with by the main 
workhorse models used by institutions in their forecasting activity. We take on this issue 
working with the Istat macro-econometric model (MeMo-It), currently used by the 
Parliamentary Budget Office (PBO) for its own forecasting activity.2 This is a traditional 
structural econometric model and as such it does not allow, by construction, the 
estimation of response functions to the impulse of any fiscal policy variable that are 
dependent on the state of the economy. Nonetheless, we show that even such models 
can convey, through the inspection of parameter stability and sub-period estimations, 
relevant information about possible changes in fiscal multipliers in the crisis period. We 
make use of this information by adapting older statistical methodologies (pioneered by 
Chow, 1960) to the construction of (inverse) variance-based weighting schemes of sub-
period estimates of fiscal multipliers to infer their (implicit) dimension in a period (the 
crisis years) for which a direct estimation is not feasible. The approach we follow is close 
to spirit of Blanchard-Leigh, in the sense that, as in their work, it can provide ex-post 
evidence of crisis-specific fiscal multipliers by exploiting the information generated by 
the analysis of the period-specific performance changes of state-independent models. 

Although uncertainty is inevitably large in this kind of estimation, it is nonetheless 
possible to show a generally large and statistically significant increase in the dimension 
of fiscal multipliers implicit in the crisis period (2008-2014) compared with pre-crisis 
model estimates. According to our baseline estimates for the crisis period, size gets 
quite large for multipliers associated to government expenditures (they increase to 
above 2.5 for investments and above 1 for consumption). Significant increases in crisis-
period multipliers (remaining below 1 however) are also detected for expenditure on 
social transfers, direct taxation (both household and corporate income), social security 
contributions and taxation of consumption and (regional) economic activities. Making 
use of these estimates, we also show that the application of the crisis-specific fiscal 
multipliers to the multi-year consolidation plan adopted, in successive instalments, by 
Italy in the second half of 2011 (the Berlusconi-Monti fiscal adjustment) considerably 
reduces the forecast error with respect to a projection obtained with the MeMo-It 
model based on its standard multipliers. Correction of the underestimation of fiscal 
multipliers makes the forecast error about the depth of the post-austerity recession 
almost vanish in 2012 and decrease by 70 percent in 2013.  

                                                                        
2 The PBO uses that model under the terms of a framework agreement signed with the National Statistical 
Institute (Istat); http://en.upbilancio.it/wp-content/uploads/2015/04/Accordo-tra-Upb-e-Istat.pdf 
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The paper is organized as follows. In Section 2 a survey illustrates the state of discussion 
and the evidence in the literature about the size of fiscal multipliers. In Section 3, the 
main features of the MeMo-It model are briefly described, providing an overview of its 
fiscal multipliers and preliminary evidence pointing to possible changes in the last few 
(crisis) years. Stability tests of structural parameters are performed in Section 4, where 
fiscal multipliers are re-estimated, after controlling for structural breaks, considering 
both the whole sample size and the pre-crisis period and checking for statistical 
significance of the detected differences. Section 5 is devoted to describing the 
methodology adopted to infer the fiscal multipliers over the crisis period (2008-2014), 
showing the baseline estimates and performing several sensitivity tests of the base-
results. In Section 6 we perform a predictive validation exercise for these estimates, 
applying the (baseline) crisis-specific multipliers to the 2011 fiscal consolidation plan and 
showing the magnitude of correction of the forecast error allowed by these estimates. 
Section 7 concludes. 

 

2 Review of the literature on the size of fiscal multipliers 

Fiscal multipliers are summary measures of the output response to exogenous 
(discretionary) impulses of fiscal policy. They are defined as the ratio of the variation in 
output to the discretionary change in the relevant fiscal variable with respect to a 
baseline scenario (Spilimbergo et al. 2009). Given this definition, fiscal multipliers are a 
function of the structural parameters and the policy-reaction parameters of the 
underlying model (Chinn 2013). 

In theory, fiscal multipliers can be of any dimension depending on the assumptions the 
researcher adopts on the degree of flexibility of wages and prices, the optimizing 
behavior of agents (Ricardian equivalence; Barro 1974 and 1989) and the degree of 
agents’ heterogeneity in facing financing constraints. Given such theoretical 
indeterminacy, the issue of the magnitude of fiscal multipliers boils down to an 
empirical matter. The literature of applied studies is quite voluminous and has been 
flourishing in the last few years, when the explosion of the financial crisis and its 
prolongation in Europe seemed to replicate the conditions of the Great Depression. 

There is broad empirical consensus that the size of fiscal multipliers depends on both 
the structural characteristics of countries and the state of their business cycle (Batini et 
al. 2014a; Mineshima et al. 2014). 

As for country characteristics, fiscal multipliers are larger in economies with a smaller 
propensity to import (that is, in large economies and in those relatively closed to trade). 
This is because the spending leakage on foreign goods due to imports rises with income, 
reducing in the multiplication process the increase in economic activity induced by an 
initial fiscal stimulus (Ilzetzki et al. 2013). Moreover, economies with a fixed exchange 
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rate regime tend to have a larger multiplier than those operating under flexible 
exchange rates. This fact is related to the Mundell-Fleming argument according to 
which, under fixed exchange rates, the monetary authority has to expand the money 
supply following a fiscal stimulus just to prevent the exchange rate from appreciating 
(Ilzetzki et al. 2009). Similar results are also obtained controlling for other factors (public 
debt levels, condition in the financial system), although through different transmission 
mechanisms (Corsetti et al. 2012). For reasons akin to those detected for the case of 
fixed exchange rate regimes, economies that are member of a single currency area also 
tend to have larger fiscal multipliers than stand-alone countries (Nakamura and 
Steinsson 2014).  

Besides the international links, the domestic structural features of economies play an 
equally important role in differentiating the magnitude of fiscal multipliers. More 
specifically, countries with more rigid labor markets can have larger fiscal multipliers to 
the extent that such rigidities translate in smaller wage responses when a fiscal policy 
shock hits demand (Cole and Ohanian 2004; Auerbach and Gorodnichenko 2012a). The 
size of the automatic stabilizers also affects the impact of fiscal policy, since small 
stabilizers imply limited automatic responses of tax revenues and transfer expenditures 
to income increases induced by a discretionary fiscal stimulus, amplifying the dimension 
of fiscal multipliers (Dolls et al. 2012). Finally, low-debt countries have generally larger 
fiscal multipliers than high-debt countries, as a fiscal stimulus performed by the latter 
may have negative credibility and confidence effects that impact private demand. 
According to some studies, fiscal multipliers substantially are lower in high-debt 
countries (Ilzetzki et al. 2013; Corsetti et al. 2012; Kirchner at al. 2010).  

Several recent empirical studies have shown that fiscal multipliers are not only space-
dependent, changing according to the structural characteristics of countries, but are also 
time-dependent, changing within the same economy depending on the state of the 
business cycle (see e.g. Auerbach and Gorodnichenko 2012a; Baum et al. 2012; Karras 
2014; Fazzari et al. 2015; Jorda and Taylor 2016; Boitani and Perdichizzi 2018; Arin at al. 
2018). The dimension of fiscal multipliers is generally larger in recession than in 
expansion. A fiscal stimulus implemented in an upturn tends to be less effective 
because, as the economy reaches full employment, more government purchases can 
crowd out private demand, leaving the level of activity unchanged but at a higher level 
of wages and prices. Conversely, a fiscal stimulus during a downturn, when there is 
spare production capacity, can crowd in private demand, drawing into use idle 
productive inputs without causing inflation. Analogously, a fiscal consolidation is more 
costly in terms of output loss in a downturn than in an upturn, because during a 
recession there is a higher proportion of credit-constrained agents who adopt hand-to-
mouth behavior (who spend their current income), being less able to borrow to smooth 
expenditure over their lifetime. The high impact of government expenditure in 
recessions may even offset the impact of the smaller multipliers characterizing high-
debt countries, to the extent that positive expenditure shocks in these economies do 
not lead to higher debt-to-GDP ratios (Boitani and Perdichizzi 2018). Given these 
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findings, a major consequence is that estimates of multipliers based on an average of 
periods, including both upturns and downturns of economic activity along the normal 
fluctuations of business cycle, may be less informative, particularly in deep recessions 
(Batini et al. 2014b). 

The latter remark has become particularly relevant in the case of the recent financial 
crisis, when depression-like conditions gave rise to the exceptional circumstances 
epitomized by the Great Depression and thoroughly analyzed in Neo-Keynesian models 
(Woodford 2011). In particular, the emergence in several economies of the binding zero 
lower bound in nominal interest rates prevented central banks from cutting interest 
rates to offset the negative short-term impact of fiscal consolidations on output. 
Moreover, seriously impaired financial systems implied that, in a situation of falling 
output, consumption depended more on current than future income and investment 
was affected more by current than future profits. In addition, fiscal consolidation was 
pursued, particularly in Europe, in a situation of considerable slack in economies that 
were just emerging from the financial crisis and still had negative output gaps. All these 
conditions led to large fiscal multipliers, substantially larger than those assumed 
(explicitly or implicitly) by the forecasters at the time. The consequences were large 
forecast errors, with a substantial underestimation of the output fall caused by the fiscal 
consolidations adopted in the main economies (Blanchard and Leigh 2013). The finding 
that the fiscal multiplier is larger at the zero lower bound than in normal times and (for 
government spending) well above 1 is generally common to all the empirical testing 
inspired by the New-Keynesian DSGE models (Cogan et al. 2010; Christiano et al. 2011; 
Coenen at al. 2012). It is also shared by the empirical studies that do not find 
confirmation of a state-dependency of fiscal multipliers over the ups and downs of the 
business cycle (Ramey and Zubairy 2018).   

Besides space- and state-dependency, fiscal multipliers exhibit significant heterogeneity 
across the different categories of public intervention, so that analyses of the effects of a 
fiscal stimulus/consolidation based only on considering the change in the overall 
government budget may be quite misleading. The composition of fiscal interventions is 
crucial for a correct assessment of the effect of a budget consolidation/expansion. In 
general, there is broad consensus on the view that, after controlling for the response of 
monetary policy and exchange rates (Perotti 2013; Guajardo et al. 2014), multipliers 
associated with government spending (purchases of goods and services and public 
investment) are larger, in the short run, than those associated with tax revenues 
(Blanchard and Perotti 2002; Mountford and Uhlig 2009). Moreover, spending 
multipliers tend to rise during downturns more than those associated with tax revenues, 
leading to an increase, in a recession, in the difference between the effects associated 
with the two different kinds of intervention (Gechert at al. 2016).  

Expectations, confidence and agents' forecasts of the future supply-side effects of fiscal 
measures may also play a role in determining the size of multipliers, although the 
findings in the empirical literature are not unambiguous. According to one position, 
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consideration of these factors leads to output impacts of fiscal consolidations that are 
the opposite of those envisaged by the majority of the consensus views. Fully 
anticipated and credible consolidation programs implemented through expenditure cuts 
have, independently of the state of the cycle, smaller recessionary impacts than those 
implemented through tax increases, thanks to the modification of expectations, which 
would favor an expansion in the former case, and a contraction in the latter (Alesina et 
al. 2015). This empirical finding is confirmed when one considers the multi-year nature 
of fiscal adjustments, affecting the planning of investors and consumers, and the 
interdependence of the government decisions about spending cuts and tax increases, 
although it does not seem to hold up when the zero lower bound of the policy interest 
rate is also considered (Alesina et al. 2018). Different conclusions are reached by 
another approach that hinges on agents’ expectations, under which in a downturn it is 
the credible announcement of a future expansion of government spending that induces 
a higher fiscal multiplier, with the corollary that it is the agents′ fiscal foresight about the 
persistence of the government spending increase over the entire recession that gives 
boost to the economy (Figueres 2015).           

Finally, estimates of fiscal multipliers can be obtained in several ways, with the empirical 
approaches often associated with some particular theoretical framework. In general, 
three main estimation methodologies can be singled out. The first is based on traditional 
structural econometric models, a category of multi-equation macro-econometric models 
to which MeMo-It belongs, where fiscal multipliers are measured in terms of the 
response of output to shocks to the exogenous fiscal variables in the equations of the 
model. An alternative approach regards the vector auto-regression framework (VAR), 
where there are no exogenous variables and multipliers are estimated as the output 
response to the error term, so they measure the reaction to the unpredictable 
component of fiscal variables. A further approach is based on theoretically micro-
founded DSGE models incorporating, in to varying degrees, New-Keynesian features, 
where equation parameters are either calibrated or estimated (or both). Generally, the 
state-dependence of fiscal multipliers and the non-linear effects of fiscal policy can be 
controlled for in a vector auto-regression framework by separating observations in 
different regimes based on a threshold variable (TVAR), while in a DSGE framework non-
linearity can be an endogenous outcome produced by the theoretical formulation of the 
model. It is more complex to control for state-dependency in a structural macro-
econometric model, which is linear by construction (fiscal policy has the same effect 
irrespective of the phase of the cycle), although, as shown in what follows, it is 
nonetheless possible with appropriate methodologies to retrieve useful information 
from the changing value of structural parameters and, in these models, to produce 
estimates of period-specific fiscal multipliers. 
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3 The Istat MeMo-It model 

The aim of this section is to describe the main features of the Istat macro-econometric 
model MeMo-It (sub-section 3.1) and provide a preliminary overview of the 
characteristics of the fiscal multipliers of the model (sub-section 3.2). MeMo-It can be 
considered a small-scale traditional structural econometric model (SEM).3 It is based on 
annual information and is mainly used for medium-term forecasts of the Italian 
economy as well as ex-ante evaluations of the impact of fiscal policy measures. The 
modelling approach adopted in MeMo-It is a mixture of both the London School of 
Economics (LSE) methodology on integrated and cointegrated systems (Hendry et al. 
1984) and the Cowles Commission approach (referring to the specification and testing of 
structural macro-econometric models; Fair 1984, 2004, 2015). In order to merge theory 
and data, MeMo-It uses cointegration methods on dynamic subsystems to estimate 
theory-interpretable and identified steady-state relationships, specified in the form of 
error-correction models (ECM). The main features of the model can be summarized as 
follows. 

First, MeMo-It makes explicit reference to empirical information in order to assess the 
data-admissibility of the theoretical constructs, while it does not assume explicit micro-
foundations for the behavioral equations. Second, cointegration analysis is performed 
within the blocks of the model to check whether the theoretical model is a valid 
approximation of a steady-state equilibrium. Several equations are specified in the 
error-correction form, thus using the long-run cointegrating information in the data, but 
allowing for a more flexible short-run dynamics. Third, as regards the theoretical 
approach, MeMo-It is based on the New-Keynesian framework. The key assumption is 
that, in the short run, economic activity is mainly driven by the demand side, while in 
the long run the economic system converges to the potential output provided by the 
supply side of the model. Prices react to the output gap in order to account for the 
disequilibrium of supply and demand. Price changes cause a shift in demand-side 
variables and wages, which in turn affects income distribution and household 
consumption. Furthermore, higher inflation leads to lower competitiveness, lower 
exports, lower investment and lower output, thus crowding out the effect on GDP of 
non-government components in the long run. The next sub-section presents additional 
details on some specific issues relevant for the multiplier analysis. 

 

3.1 MeMo-It settings 

The macro-econometric model MeMo-It can be represented as a linear stochastic 
econometric model including g endogenous variables, k exogenous (or predetermined) 

                                                                        
3 The model used to perform the estimates reported in this paper consists of 60 stochastic equations and 
80 identities. A comprehensive discussion of MeMo-It main characteristics is in Bacchini et al. (2013, 2015). 
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variables and a set of stochastic structural disturbance terms. In vector-matrix notation, 
the structural form can be written as follows, 

𝑨𝑦𝑡 = 𝑨𝟏∗𝑦𝑡−1 + ⋯+ 𝑨𝒑∗𝑦𝑡−𝑝 + 𝑩𝟎
∗𝑥𝑡 + ⋯+ 𝑩𝒒

∗𝑥𝑡−𝑞 + 𝜀𝑡  (1) 

where 𝑦𝑡 = (𝑦1𝑡, . . . ,𝑦𝑔𝑡)′ is the g-dimensional vector of endogenous variables, 
𝑥𝑡 = (𝑥1𝑡 , . . . , 𝑥𝑘𝑡)′ is the k-dimensional vector of exogenous variables (which can 
include both stochastic and non-stochastic components); 𝑨 is a (g x g) matrix assumed 
to be non-singular and represents the instantaneous relation between the endogenous 
variables; 𝑨𝑖∗ and 𝑩𝑗∗ are (g x g) and (g x k) coefficient matrices (i=1,...,p; j=0,...,q), and 𝜀𝑡 
is a g-dimensional error vector. Each equation of the structural form can reflect a 
behavioral relation, a technological relation, or some other specific relation suggested 
by theory for the system under study.  

The assumptions that define the statistical model are the standard ones. First, the 
structural disturbances are assumed to be randomly drawn from a stationary 
multivariate distribution with 𝐸[𝜀𝑡|𝑥𝑡] = 0, so that 𝜀𝑡 and 𝑥𝑡 are independent 
processes; furthermore, it is assumed that 𝐸�𝜀𝑡𝑖𝜀𝑡𝑗′ �𝑥𝑡𝑖, 𝑥𝑡𝑗� = 𝜎𝑖𝑗𝑰𝑻 = 𝜮 (t=1,2,...,T), 
where 𝜮 is the positive-definite symmetric covariance matrix, and 𝜎𝑖𝑗 the 
contemporaneous covariance between the disturbances of different equations. In 
addition, the structural errors are assumed to be uncorrelated over the sample, so that 
(1) determines the joint distribution of the variables 𝑦𝑡 conditional on the 
predetermined variables 𝑥𝑡.  

Given the nonsingularity assumption on 𝑨, the structural form can be converted into 
reduced form by premultiplying with 𝑨−𝟏, 

𝑦𝑡 = 𝑨1𝑦𝑡−1 + ⋯+ 𝑨𝑝𝑦𝑡−𝑝 +𝑩0𝑥𝑡 + ⋯+ 𝑩𝑞𝑥𝑡−𝑞 + 𝑣𝑡  (2) 

where 𝑨𝑖 = 𝑨−1𝑨𝑖∗, (i=1,...,p) 𝑩𝑗 = 𝑨−1𝑩𝑗∗, (j=0,...,q) are the matrices of reduced-form 
parameters, and 𝑣𝑡 = 𝑨−1𝜀𝑡 is the reduced-form stochastic disturbance vector. In lag 
operator notation, the system in (2) can be represented as 

𝑨(𝐿)𝑦𝑡 = 𝑩(𝐿)𝑥𝑡 + 𝜀𝑡  (3) 

where both 𝑨(𝐿) = (𝐼𝑔 − 𝐴1𝐿 −⋯− 𝐴𝑝𝐿𝑝) and 𝑩(𝐿) = (𝐵0 + 𝐵1𝐿 + ⋯+ 𝐵𝑞𝐿𝑞) are 
polynomials in the lag operator of order p and q, respectively. These reduced-form 
equations are in general nonlinear in the structural parameters. Given the exogenous 
variables, they uniquely determine the probability distributions of the endogenous 
variables, the coefficients and the probability distributions of the stochastic disturbance 
terms.  

Furthermore, some of the variables in 𝑦𝑡 and 𝑥𝑡  may be non-stationary. Since the 
essential relations between integrated variables are the cointegration relations, the 
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dynamic simultaneous equations model in (1) can be written in vector error-correction 
form, 

𝑨∗(𝐿)∆𝑦𝑡 + 𝑩∗(𝐿)∆𝑥𝑡 + 𝐴(1)𝑦𝑡−1 + 𝐵(1)𝑥𝑡−1 = 𝜀𝑡  (4) 

where 𝐴(1)𝑦𝑡−1 + 𝐵(1)𝑥𝑡−1 and 𝑨∗(𝐿)∆𝑦𝑡 + 𝑩∗(𝐿)∆𝑥𝑡 denote, respectively, the long-
run and short-run relations between 𝑦𝑡 and 𝑥𝑡; the matrix −𝐴(1) denotes the measure 
of response of g jointly dependent variables to the deviation from the equilibrium in the 
previous period, with the latter defined by 𝑦𝑡−1∗ = −𝐴(1)−1𝐵(1)𝑥𝑡−1.  

As for the identification issue, Hsiao (1997) demonstrates that the identification of long-
run equilibrium relations is not independent of the identification of short-run dynamics. 
There is only one set of conditions that simultaneously identify both the long-run 
equilibrium relations and short-run dynamics. And, notably, the necessary and sufficient 
condition for identifying the g-th equation of the error-correction representation is the 
usual rank condition as in traditional structural equation models. Therefore, 
identification can be studied equation-by-equation without loss of generality. Provided 
that certain conditions are satisfied,4 the necessary and sufficient condition for 
identification of parameters of the g-th equation in system (1) is that the rank[𝜞𝜑]=g-1 
(rank condition), where 𝜞 = [𝑨, … ,𝑨𝑝∗ ,𝑩0

∗ , … ,𝑩𝑞
∗ ] is the matrix of all structural 

parameters, with the normalization restrictions imposed, and 𝜑 is the matrix of r further 
zero restrictions on the structural parameters (imposed prior to the estimation of the 
model), while no cross-equation restrictions and no restrictions on the covariance matrix 
are considered. 

 

3.1.1 Estimation procedure 

Once the g-th equation in system (1) satisfies the identification conditions, and prior to 
the estimation of the system of equations, it is preliminarily inspected by estimating 
parameters using the two-stage least squares (2SLS) estimator. This allows us to tackle 
the issue of simultaneity bias that arises because the RHS endogenous variables are 
correlated with the error term. Cointegration among the regressors transforms the 
cointegrated I(1) regressors into stationary regressors, but the correlations with the 
error terms do not disappear. Thus, the OLS are consistent only in the estimation of 
long-run relationships. By contrast, if the g-th equation is identified, then the order 
condition is also met, and a set of instruments is available to correct for simultaneity 
bias. Therefore, each equation of the system is estimated by two-stage least squares 
(Hsiao, 1997), which is a consistent though inefficient estimator (since the method does 
not account for the correlation of the disturbances across equations).  

                                                                        
4 Usual assumptions are the following: i) the matrix 𝐴 is invertible; ii) (1/𝑇2)∑𝑋′𝑋 converges in 
distribution to a non-singular random matrix; iii) there exist at most g linearly independent cointegration 
relations for the system. 
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In this framework, once identification conditions are satisfied, and the model 
specification is complete, the three-stage least squares (3SLS) estimator is applied to 
perform consistent estimates of the parameters of the structural form, as it accounts for 
both inconsistency of the OLS (due to the presence of endogenous regressors) and 
cross-equation correlation of the disturbance terms.  

For specific applications of the econometric model (forecasting and ex-ante evaluation 
of the macroeconomic impact of policy measures), researchers might focus more on the 
reduced form of the model and, in such cases, the aim is to obtain consistent and 
efficient estimates of the reduced-form parameters. Under the assumptions set for 
identification, the conditions of both the Gauss-Markov theorem and the Least Squares 
Consistency Theorem are satisfied for the reduced-form system (2), so that the reduced-
form parameters are observable and can be consistently estimated using the OLS 
estimator. But the estimates are not efficient since the method does not take account of 
overidentifying restrictions.  

Alternatively, a well-known method is to derive the estimator of reduced-form 
coefficients from the consistent estimates of structural parameters (derived reduced-
form estimates). This procedure leads to the possibility of a more efficient estimation of 
the reduced-form parameters as it accounts for both the sample information and the 
non-sample information in the form of restrictions on parameter matrices. Specifically, 
the 3SLS estimates of structural parameters are more efficient than the 2SLS estimates 
when at least one equation is overidentified (in the case of exact identification for all 
equations, both methods are equally efficient). The 3SLS derived reduced-form 
estimator is asymptotically more efficient than both 2SLS and OLS derived reduced-form 
estimators because the structural approach utilizes prior knowledge and this results in a 
smaller limiting covariance matrix. In what follows, the estimates of the reduced-form 
parameters are obtained by a non-linear combination of the 3SLS estimates of the 
structural coefficients. 

 

3.1.2 Final form and dynamic multipliers 

The matrix of reduced-form coefficients is particularly important as it represents what in 
economics is related to the concept of multipliers. From the reduced form in (2), the 
system can be solved for the endogenous variables by multiplying by 𝑨(𝐿)−1 (assuming 
invertibility of 𝑨(𝐿)), so as to obtain the representation 𝑦𝑡 = 𝜫(𝐿)𝑥𝑡 + 𝑨(𝐿)−1𝑣𝑡, 
which is known as the final form of the system, with 𝜫(𝐿) = 𝑨(𝐿)−1𝑩(𝐿) = ∑ 𝜫𝑖𝑖 𝐿𝑖 
(i=1,2,...). The coefficient matrices 𝜫𝑖 = �𝝅𝑗,𝑘,𝑖�, obtained from the expansion of 
𝑨(𝐿)−1𝑩(𝐿), denote the effect that a unit change in the exogenous variables has on the 
endogenous variables. Everything else held constant, a unit change in the k-th 
exogenous variable in period t induces a marginal change of 𝝅𝑗,𝑘,𝑖 units in the j-th 
endogenous variable in period t + i (i=0,...,h,...,n). Therefore, the elements of the 𝜫𝑖 
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matrices are called dynamic multipliers: 𝜫0 denotes the impact multipliers matrix (i=0), 
and 𝜫ℎ is the interim multipliers matrix of lag h (i=h). If the variation in the level of a 
given exogenous variable is sustained over h periods, the effect on the endogenous 
variables is obtained through the matrix of cumulative interim multipliers 𝑫ℎ = ∑ 𝜫𝑖

ℎ
𝑖=0 . 

The estimation of these quantities can be obtained by substituting estimates 𝑨�𝑖 and 𝑩�𝑗 
of the coefficient matrices in 𝑨(𝐿) and 𝑩(𝐿) (Lütkepohl, 2005).5 The dynamic responses 
can also be computed numerically, as the difference between two solutions of a model, 
i.e. by comparing a perturbed solution of the model, in which the relevant shock is 
imposed, to a baseline (or control) solution. This latter approach has been adopted in 
this paper. 

 

3.2 Preliminary evidence of possible shifts in fiscal multipliers in the crisis period 

Multiplier analysis is a widespread approach to evaluating the properties of econometric 
models (such as, the size and the persistence of the effects of discretionary policy on 
output, the dynamic path of adjustment in the medium term), linking a model’s 
performance to the theoretical assumptions embodied in its specification. As shown in 
sub-section 3.1, dynamic multipliers can be represented as nonlinear combinations of 
the final form model's parameters, and provide a summary impulse-response measure 
that is informative about the mechanics of transmission of the effects stemming from 
shocks to selected instruments (exogenous variables) to specific target variables. 

Multiplier analysis involving MeMo-It has been carried out by Bacchini et al. (2013, 
2015) for a restricted set of exogenous variables (government spending, government 
transfers to households, personal income taxes, consumption taxes), providing support 
to the new-Keynesian features of the model, with the short-term output responses to 
fiscal innovations, mainly related to demand-side shocks, tending to vanish in the long 
run.  

This sub-section focuses on the short-term effects of discretionary policy changes, with 
the aim of providing preliminary evidence on possible shifts in the size of fiscal 
multipliers for the Italian economy during the crisis period (2008-2014). As discussed in 
Section 2, state dependency is a crucial issue in the evaluation of fiscal multipliers. 
MeMo-It, as all other structural econometric models, is characterized, by construction, 
by fiscal multipliers that do not depend on the state of the cycle at the moment the 
fiscal shock is imparted. It is however possible to enucleate from the behavior of the 
model information on the emergence of possible changes (nonlinearities) in the effects 
of fiscal shocks in the most recent period.  
                                                                        
5 The asymptotic distributions and the corresponding efficiency of estimates of the multiplier matrices are 
dependent upon the asymptotic distributions and the efficiency of the estimates of the reduced-form 
parameters. Therefore, the most efficient estimates of the multipliers are obtained by utilizing full-
information-derived reduced-form estimates, cf. Schmidt (1973). 
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In what follows, the analysis is focused on the impact (first-year) multipliers, which are 
computed for several sample sizes. Fiscal multipliers are first estimated over the 
complete timespan from 1970 to 2014, which is therefore inclusive of the effects related 
to the financial crisis. As we know, it originated in the United States at the end of 2007 
(December 2007 according to the NBER business cycle chronology) and thereafter it 
spread heterogeneously on a global scale. The European economies and Italy were 
immediately hit, falling into an initial severe recession at the start of 2008 and, after a 
short-lived recovery in 2010, slumping into a second recession related to the sovereign 
debt crisis that began in mid-2011.6 The year 2007 can hence be considered as a 
watershed between “normal” and “crisis” times. On this basis, the 1970-2014 period 
was split into two subsamples: one that includes the information related to a “normal” 
sequence of expansions and recessions (1970-2007), and one that covers the years of 
the crisis (2008-2014). 

A second set of fiscal multipliers was then computed for the 1970-2007 subsample, 
which by definition are unaffected by the factors related to the financial crisis. The 2008-
2014 subsample represents the reference sample for obtaining direct estimates of the 
fiscal multipliers specific to the crisis period. Yet, the sample size is too small, so that 
MeMo-It cannot be used to obtain reliable inferences for the structural parameters and, 
therefore, to derive the corresponding fiscal multipliers. The approach to disentangle 
estimations of fiscal multipliers for such short period and the relevant results are 
presented in Section 5. Here, preliminary evidence of the state-dependence of fiscal 
multipliers is obtained by comparing the two sets of estimates, i.e. the output responses 
to fiscal shocks computed over the entire timespan (1970-2014) vis-à-vis those 
estimated for the pre-crisis period (1970-2007).  

The impact (first-year) multipliers are computed in the form of output responses to 
permanent changes for a wide set of fiscal instruments.7 The fiscal impulses are 
normalized so that the size of the discretionary shock represents a permanent increase 
in public spending or a permanent decline in public revenues (in the form of a cut in 
average tax rates) equal to 1 percent of nominal GDP. The change in fiscal variables is 
computed with reference to the baseline GDP level in the final year of the estimation 
sample (i.e., pre-stimulus nominal GDP in 2007 and 2014, respectively), and under the 
assumption of unchanged nominal short-term interest rates. Each set of fiscal 
multipliers (expressed in percentage points) is computed as the difference between two 
solutions of the model: the perturbed solution, in which a specific shock is imposed, and 
                                                                        
6 The Italian economy and the euro zone peaked in February 2008, according to both the OECD and 
Conference Board reference turning points series. Some authors date the beginning of the recession to the 
second half of 2008, e.g., Caggiano et al. (2015), Cimadomo and D'Agostino (2015). 
7 A permanent fiscal expansion may have smaller first-year multipliers compared with a temporary 
discretionary change, because the latter does not result in crowding out of private spending. But in the first 
year of the fiscal shock, the magnitude of both temporary and permanent multipliers can be very close, 
especially in medium-sized economies with no independent monetary policy. Indeed, the impact multipliers 
calculated using MeMo-It for both temporary and permanent discretionary fiscal changes turn out to be 
similar. This is in line with the results for the Italian economy reported in Barrell et al. (2012) and Carreras et 
al. (2016). 
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the baseline solution. Estimates are reported in Table 1: the impact (first-year) 
multipliers estimated over the complete sample (1970-2014) are presented in panel a; 
the multipliers pertaining to the pre-crisis period (1970-2007) are reported in panel b. 

The main findings can be summarized as follows. First of all, the output responses to 
fiscal shocks estimated over the whole sample (Table 1, panel a) are similar to those 
reported in Bacchini et al. (2013)8 as well as to the fiscal multipliers for Italy estimated 
using the NIGEM econometric model (Barrell et al. 2012; Carreras et al. 2016). By 
contrast, they are smaller than the fiscal multipliers (for some main fiscal shocks) 
underlying the models of some leading research institutions in Italy (see PBO 2017) and 
lower than the impact multipliers recently published by the Italian Ministry of the 
Economy and Finance (Felici et al. 2017). As for government investment, it is relevant to 
point out that the estimates of fiscal multipliers reported in Table 1 also include the 
output responses to shocks to investment grants. This broader definition of government 
investment (government capital expenditure and investment grants) is adopted 
hereafter. 

Secondly, the whole-sample estimates are consistent with the empirical literature 
referred to in Section 2. The size of fiscal multipliers depends on the source of the 
exogenous impulse on GDP, with spending multipliers that tend to be larger than 
revenue multipliers in the short run. This is largely because spending items (i.e., 
government investment and consumption) directly impact aggregate demand. A special 
case is represented by investment grants, which affect aggregate demand through 
effects on firms’ productivity, so that an increase in such transfers plays a similar role as 
a decrease in taxes. 

Table 1 – Impact (first-year) multipliers – Full-sample and pre-crisis estimates 

 
 

                                                                        
8 The computations are performed using a version of MeMo-It model that, despite some minor changes, 
shares the same properties and performance as the Istat model. 

Full-sample estimates 
(1970-2014)

Pre-crisis estimates                           
(1970-2007)

(a) (b)

Intermediate consumption 0.602 0.504

Social transfers to households 0.150 0.112

Government investments 0.671 0.464

Households’ labor income tax 0.160 0.122

Corporate income tax 0.017 0.018

Social security contributions 0.199 0.158

Consumption tax 0.074 0.056

Regional tax on economic activities 0.023 0.002

Excise duty on energy products 0.027 0.010

Point estimates

Fiscal variables
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The impact of this measure is expected to be even higher if the stimulus is targeted at 
credit-constrained firms. Analogously, short-run multipliers also tend to grow when 
social transfers are targeted at liquidity-constrained households, impacting aggregate 
demand through effects on households income and labor supply (Gechert et al. 2016). 

Furthermore, the comparison of fiscal multipliers reported in both panel a and panel b 
enables a preliminary assessment of the extent of state dependence, namely the 
heterogeneous output responses to fiscal shocks. It emerges that output responses to 
fiscal innovations estimated over the whole sample are generally larger in magnitude 
compared with the pre-crisis multipliers. The distance between the two sets of fiscal 
multipliers widens, especially for the expenditure categories (intermediate consumption 
and investment). On the revenue side, a difference in the size of multipliers between the 
two sample estimates emerges, especially for the exogenous variation in household 
income tax and consumption tax.  

Such preliminary findings obtained through MeMo-It suggest that the crisis period in 
Italy (from 2008 onwards) was characterized by larger fiscal multipliers. When the 
difference in the size of fiscal multipliers in two subsamples is considerable, then such a 
gap should be mainly related to differences in the estimates of the corresponding 
structural parameters in the econometric model. This calls for further investigation into 
the stability of parameter estimates, since potential breaks in the time series could have 
occurred in the final part of the sample. 

To obtain an initial insight into the issue of the stability of output responses to fiscal 
shocks, recursive estimates of the pre-crisis fiscal multipliers are computed over 
expanding data windows, i.e. 1970-2008, 1970-2009 up to 1970-2014 (full-sample). In 
performing this exercise, it should be borne in mind that the recursive estimates are 
feasible once the deterministic components (impulse and step dummies) needed to 
account for several factors that occurred from 2008 onwards (unexpected shifts in time 
series, country-specific institutional events) are removed from the baseline 
specification.9 Therefore, possible instabilities detected through the recursive estimates 
could reflect the elimination of the deterministic component in selected equations of 
the model. Taking account of this, the inspection of recursive estimates provides some 
preliminary findings on the presence of potential parametric change. The results, 
reported in Figure 1, show that shifts from the 1970-2007 pre-crises estimates are 
detected in particular for the output responses to changes in capital expenditure (which 
tend to rise as the sample size increases until it approaches the full-sample estimates), 
changes in consumption tax (which initially rises as the sample size increases, 
overshooting the full-sample estimates and then subsiding) and, although to a lesser 
extent, changes in household income tax and social security contributions paid by 
employees.  

                                                                        
9 The deterministic components are removed in order to perform the recursive estimates in each data 
window. The final data window provides the full-sample estimates. 
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Figure 1 – Recursive estimates - Output responses to selected demand- and supply-
side shocks (1) 

A) B) 

  
(1) The dotted straight lines represent full-sample estimates (1970-2014). 

Overall, the expenditure multipliers (to changes in intermediate consumption and in 
social transfers to households) do not signal a diverging path, as they fluctuate near the 
full-sample values. Disentangling whether the differences in fiscal multipliers in the two 
periods could reflect fluctuations around a long-term average or possible structural 
breaks requires thorough investigation. The issue of the stability of structural 
parameters in MeMo-It model is dealt with in Section 4. 

 

4 Testing for structural breaks and re-estimation of fiscal multipliers 

Estimation and inference in models with structural changes have received a great deal of 
attention in the theoretical econometrics literature, since economic policy decisions can 
be seriously biased by parameter instability in economic models. Controlling for 
structural breaks is a key issue, as the structural parameters of macroeconomic models 
could reflect the changing behavior that occurs in macroeconomic time series for a 
number of reasons, including policy changes and regime shifts (such as the global 
financial crisis and zero lower bound interest rates) as well as changes in institutional 
arrangements (the Maastricht Treaty may have induced a structural break in the way 
Italian government revenues and expenditures reacted to past levels of debt in 1993; cf. 
Caprioli and Momigliano 2011). Since fiscal multipliers are obtained as a non-linear 
combination of the estimates of structural-form parameters, the issue of instability is 
highly relevant. 

Structural break analysis has a long tradition in the statistical and econometric 
literature. Perron (2006) provides an exhaustive survey, dating back to the seminal 
works by Quandt (1960), Gardner (1969) and Brown et al. (1975). More recently, a 
number of studies have developed different methodologies for endogenizing break 
dates. Andrews (1993) considers tests for parameter instability and structural change 
with unknown change points. Ghysels et al. (1998) provide predictive tests for structural 
change in models estimated applying the generalized method of moments and derive 
the limiting distribution of test statistics under both the null hypothesis and local 
alternatives. Bai and Perron (1998, 2003) consider theoretical and practical issues 
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related to limiting distribution of estimators and test statistics in the linear model with 
multiple structural changes using the least squares principle. Hendry (1999) and Hendry 
et al. (2008) proposes an outlier-robust method known as “Dummy Saturation”. It relies 
on pivotal statistics to ascertain the number of structural breaks and enables the joint 
treatment of outlying observations and structural breaks by saturating the initial model 
with different kinds of dummies.  

The current specification of MeMo-It includes a parameterization of structural breaks in 
the form of discrete shift dummy variables, as they capture relationship modifications 
due to changes in the policy regime or exogenous shifts. From a modelling perspective, 
as the functional form adopted for the majority of single-equation econometric 
specifications is the Error Correction Model (ECM), the detection of structural changes 
should concern both the long-run cointegration relation and the dynamic short-term 
specification. A testing procedure is performed equation by equation and consists of the 
following steps. First, the discrete specification of structural changes, if present, is 
removed from each model equation. Second, the testing for structural changes is carried 
out to test hypothesis about parameter constancy in the long-run cointegrating 
relationship, investigating whether there exists a single cointegrating vector (absence of 
structural changes) or whether multiple long-run equilibria are identified, in which case 
each cointegration regime (before/after the estimation of a given change point) 
corresponds to a specific equilibrium. Third, the investigation for structural breaks 
focuses on the short-term dynamic specification of the regression model. It is performed 
considering the whole model specification inclusive of the cointegrating term, adjusted 
for the results of the testing for (multiple) structural changes if appropriate. A specific 
issue of this analysis is to assess whether taking into account for breaks in the long run 
enables a stable estimation of factor loading in each equation. 

 

4.1 Methodology 

In the application of the testing procedure, we distinguish two stages, each of them 
based on specific test statistics. Stage 1 investigates the presence of discrete shifts at 
multiple unknown break points in the cointegration relations. Stage 2 is devoted to the 
detection of structural breaks in the error-correction model. 

 

4.1.1 Stage 1: testing for structural changes in the cointegrating relations 

With regard to testing for structural breaks when variables are non-stationary, the case 
of interest is when variables are cointegrated. Accounting for parameter shifts is crucial 
in cointegration analysis since it normally involves long spans of data which are more 
likely to be affected by structural breaks.  
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In this paper, we apply the method proposed by Kejriwal and Perron (2008b, 2010), who 
provide a comprehensive treatment of the issues related to testing for multiple 
structural changes occurring at unknown dates in cointegrated regression models. The 
procedure builds on the framework of Bai and Perron (1998) but is extended to allow 
both I(0) and I(1) variables in the regression model. Kejriwal and Perron (2008b, 2010) 
consider a linear model with m structural changes and h=1,...,m+1 regimes 

𝑦𝑡 = 𝑐ℎ + 𝒛𝑓𝑡′ 𝛿𝑓 + 𝒛𝑏𝑡′ 𝛿𝑏ℎ + 𝒙𝑓𝑡′ 𝛽𝑓 + 𝒙𝑏𝑡′ 𝛽𝑏ℎ + 𝑢𝑡  (5) 

where the break points are treated as unknown. In this model, 𝑦𝑡 is a dependent I(1) 
variable, 𝒙𝑓𝑡  (𝑝𝑓 × 1) and 𝒙𝑏𝑡  (𝑝𝑏 × 1) are vectors of I(0) variables, 𝒛𝑓𝑡 (𝑞𝑓 × 1) and 
𝒛𝑏𝑡 (𝑞𝑏 × 1) are vectors of I(1) variables, where the subscript b represents “break” and 
the subscript f represents “fixed” (across regimes). To control for the presence of 
simultaneity bias, Kejriwal and Perron (2010) use the dynamic OLS estimator (DOLS), 
which consists in augmenting the OLS regression with leads and lags of the first-
differences of the I(1) regressors, which can be selected on the basis of information 
criteria (Kejriwal and Perron, 2008a). 

The final model for testing multiple structural breaks reduces to a pure structural 
change model 

𝑦𝑡 = 𝑐ℎ + 𝒛𝑏𝑡′ 𝛿𝑏ℎ + ∑ ∆𝒛𝑡−𝑙′ 𝛱𝑙 +𝑝
𝑙=−𝑝 𝑣𝑡∗  (6) 

assuming (𝑝𝑓 = 𝑝𝑏 = 𝑞𝑓 = 0). Based on this framework, Kejriwal and Perron (2010) 
develop three testing procedures. 

First, they propose a sup-Wald test of the null hypothesis of no structural break (m = 0) 
versus the alternative hypothesis of a fixed (arbitrary) number of breaks (m = k), 

sup𝐹𝑇∗(𝑘) = sup
𝜆∈𝛬𝜖

𝑆𝑆𝑆0 − 𝑆𝑆𝑆𝑘
𝜎2

 

where 𝑆𝑆𝑆0 denotes the sum of squared residuals under the null hypothesis of no 
breaks, 𝑆𝑆𝑆𝑘 denotes the sum of squared residuals under the alternative hypothesis of k 
breaks, 𝜎2 is a consistent estimator of long-run variance under the null of no structural 
change,  𝜆 = (𝜆1, … , 𝜆𝑚) is the vector of break fractions defined by 𝜆𝑖 = 𝑇𝑖/𝑇 for 𝑇𝑖 the 
break date, (i = 1,..., k) and 𝑇 the sample size. 

Second, they consider a test of the null hypothesis of no structural break (m = 0) versus 
the alternative hypothesis that there is an unknown number of breaks, given some 
upper bound M (1 ≤ m ≤ M), so that the test is a double-maximum test (𝑈𝑈 𝑚𝑚𝑥) based 
on the maximum of the sup-Wald test for the null of no break versus m breaks (m = 
1,...,M), defined as 

𝑈𝑈𝑚𝑚𝑥 𝐹𝑇∗(𝑘) = max
1≤𝑚≤𝑀

sup
𝜆∈𝛬𝜖𝑚

𝐹𝑇∗(𝜆, 𝑘) 
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Third, a sequential testing procedure (𝑆𝐸𝑆) is based on the estimates of the break dates 
obtained from a global minimization of sum of squared residuals, as described by Bai 
and Perron (1998). It consists in testing the null of k breaks against the alternative that 
one additional break exists, based on the test statistics 

𝑆𝐸𝑆𝑇(𝑘 + 1|𝑘) = max
1≤𝑗≤𝑘+1

sup𝜏∈𝛬𝑗,𝜀 𝑇{ 𝑆𝑆𝑆𝑇�𝑇�1, … ,𝑇�𝑘� −  𝑆𝑆𝑆𝑇�𝑇�1, … ,𝑇�𝑗−1, 𝜏,𝑇�𝑗 , … ,𝑇�𝑘�}/𝑆𝑆𝑆𝑇+1. 

Finally, Kejriwal (2008) also uses two additional procedures to select the number of 
breaks based, respectively, on the Bayesian Information Criterion (BIC) and on the 
modified Schwarz information criterion (Liu, Wu and Zidek 1997; LWZ hereafter). In this 
study, we mainly rely on the SEQ and LWZ procedures to assess the presence of 
structural breaks in cointegrating relations. 

Kejriwal and Perron (2010) point out that their tests have power against a purely 
spurious regression, with the result that the null can be rejected even when no 
structural change is present and there is no cointegration. Kejriwal (2008) suggests using 
the above testing procedures in conjunction with cointegration tests allowing for 
structural changes in the parameters. We apply the Gregory-Hansen (1996) test (GH, 
hereafter) to confirm the presence of a cointegrating relationship when only one break 
is detected. As the GH test is designed to have power against the alternative of a single 
break in parameters, it may tend to accept the null of no-cointegration when the true 
data generating process exhibits cointegration with more than one break. For such 
cases, we use the Arai and Kurozumi (2007) residual-based test extended by Kejriwal 
(2008) by incorporating multiple breaks under the null hypothesis of cointegration 
against the alternative of no cointegration (AK, hereafter). The auxiliary equation for the 
AK test is augmented with leads and lags of first differences of I(1) regressors to account 
for potential endogeneity. In the case of a single break, the test statistic is given by 

𝑉�1��̂�� = (𝑇−2� 𝑆𝑡
𝑇

𝑡=1
��̂��

2)/𝛺�11 

where 𝛺�11 is a consistent estimate of the long run variance of 𝑣𝑡∗ in equation (6), 
�̂� = (�̂�1, … , �̂�𝑚) is the vector of break fractions defined by �̂�𝑖 = 𝑇�𝑖/𝑇, where the break 
dates 𝑇�𝑖 (i = 1,..., k) are obtained using the dynamic algorithm of Bai and Perron (2003).10 

 

 

                                                                        
10 Several cointegration tests can be used to complement this analysis. In the case of a single break in the 
cointegration relation, one can refer to the test for the null of cointegration proposed by Shin (1994), Arai 
and Kurozumi (2007) (both applied, for example, in Dülger 2016), Carrion-i-Sylvestre and Sansò (2006) (see 
Beyer et al. 2009). Hatemi-J (2008) provides a test for the case of two unknown regime shifts in the long-run 
relation, recently applied in Bagnai et al. (2017). Maki (2012) proposes a cointegration test allowing for an 
unknown number of breaks. 
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4.1.2 Stage 2: testing for structural changes in the error-correction model with 
endogenous regressors 

Following the estimation of structural changes in the cointegrating relationships, the 
analysis of parameter instability concerns the error-correction model as a whole, which 
consists of both the cointegrating term, eventually corrected for structural breaks, and 
of the related short-term specification. The aim is to identify potential break points in 
the short-term specification of the model and in the factor loading once the structural 
instability in the long-term component has been controlled for. 

The existence of endogenous regressors has to be explicitly considered in the estimation 
of break points in the single equation model as a whole. By ignoring endogeneity, breaks 
in the reduced form can potentially bias inferences about breaks in the structural 
equation. As mentioned in Section 3, each equation in the MeMo-It model is estimated, 
as a preliminary step, via 2SLS in order to account for potential endogenous regressors . 
Therefore, in order to control for structural breaks, we focus on tests for structural 
instability within the IV framework.  

In what follows we apply the technique proposed by Perron and Yamamoto (2015; PY 
hereafter).11 They show that, even in the presence of endogenous regressors, it is 
preferable to estimate the break dates and test for structural changes using the usual 
OLS-based framework. They point out some advantages in adopting this framework. 
First, using OLS delivers consistent estimates of the break fractions and, in the majority 
of cases, improves the efficiency of the estimates and the power of the tests. The reason 
is that the IV-based framework involves as regressors the projection of the original 
regressors on the space spanned by the instruments, which have less quadratic variation 
than the originals. Second, the OLS procedure avoids loss in efficiency, which can be 
pronounced when the instruments are weak. Therefore, the objective is to perform IV-
based regression but conditioning on the estimates of the break dates obtained using 
the OLS-based procedure.  

Under some assumptions, Perron and Yamamoto (2015) demonstrate that the 
probability limit of OLS estimates 𝛿 can be denoted as 

𝛿∗ = 𝛿0 + [(𝑆𝑋𝑋1 )−1𝜑1, … , (𝑆𝑋𝑋𝑚+1)−1𝜑𝑚+1] 

where 𝛿∗ is the limit value of OLS estimates, 𝛿0 is the true value of the coefficient vector 
and (𝑆𝑋𝑋)−1𝜑 is the bias term. They point out that in the vast majority of cases it is 
preferable to estimate the break dates in the structural form by applying the OLS-based 
procedure (Bai and Perron 1998, 2003), which outweighs the IV-based procedure (Hall 

                                                                        
11 As for the alternative approaches in the IV framework, Hall et al. (2012) and Boldea et al. (2012) extend 
the OLS approach of Bai and Perron (1998) and develop a hypothesis testing procedure for structural breaks 
that is (asymptotically) valid in the 2SLS framework. Hall et al. (2015) establish conditions under which the 
information criteria yield consistent estimates of the number of breaks when employed in the second stage 
of a 2SLS procedure, with breaks in the reduced form taken into account in the first stage. 
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et al., 2012) when a change in the structural form occurs. They point out some 
exceptions in which IV is marginally better than OLS. First, the acceptance of the null can 
occur when the change in 𝛿0 across h regimes (h=1,...,m+1) is exactly offset by the 
change in the bias term (knife-edge case, 𝛿ℎ∗ = 𝛿ℎ−1∗  and 𝛿ℎ0 ≠ 𝛿ℎ−10 ). A second case is 
when the OLS-based methods reject the null hypothesis of no change in the structural 
form when none occurs (𝛿ℎ∗ ≠ 𝛿ℎ−1∗  and 𝛿ℎ0 = 𝛿ℎ−10 ), due to possible changes in the 
marginal distributions of the regressors or the correlation between the errors and 
regressors. Overall, in performing the tests, some care is required: the source of the 
rejection should be carefully assessed by evaluating the values of the changes across 
segments in both the structural parameters and the bias terms, and verifying that the 
change in the probability limit of the parameter estimates is not due to a change in the 
bias term. The latter can be computed after the IV estimation of the structural model 
based on the OLS-based estimates of the break dates. 

 

4.2 Empirical results 

This sub-section presents the empirical results of the testing procedure for multiple 
structural breaks. First, we discuss the results of the test for the presence of multiple 
structural changes in the long-run relationship specific to each MeMo-It equation. They 
are obtained by applying the method proposed by Kejriwal and Perron (2010) with the 
following settings: both the intercept and the slope are permitted to change, 
heteroskedasticity across sub-samples is allowed for, the trimming value is set to 15% so 
that the maximum number of structural changes allowed under the alternative 
hypothesis is 5. The leads and lags in DOLS specification are selected based on the 
Schwarz information criterion as DOLS results are sensitive to the exact number of leads 
and lags in small samples (Kejriwal and Perron, 2008a). Long-run variances are estimated 
with a quadratic spectral kernel and automatic bandwidth selection (Andrews, 1991). As 
a strategy to identify the number of changes and the corresponding break dates, we first 
check if any structural break is present (based on the double maximum break test, 
UDmax) and, if evidence in favor of a break is found, we consider the findings obtained 
by applying the sequential procedure SEQ and the information criteria BIC and LWZ.  

Overall, the testing procedure finds evidence of at least one structural instability in 
many of the cointegrating relationships. In the majority of cases, only a single structural 
change is selected. Results are reported in Table 2, that presents the results of the 
stability tests as well as the number of breaks selected by both the sequential procedure 
and the information criteria (results refer to the number of breakpoints for which the 
null of no structural change is rejected at a 1% significance level). 
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Table 2 – Structural break tests (1) 

 
(1) Specification of the SEQ procedure: the number of regressors allowed to change are 2 (intercept and 
slope, regime shift model) except for equations 4, 5, 7, 14, 15, which include a number of variables greater 
than 2; the number of leads and lags for the DOLS estimation is specific to each equation and set according 
to the Schwartz information criterion; the trimming value is set equal to 0.15 or higher depending on the 
length of the period; the maximum number of structural changes allowed is 5 for equations 1, 2, 6, 12 while 
for the other relations the number of breakpoints is set equal to the maximum number of breaks possible; 
UDmax is the tests of L+1 vs. L sequentially determined breaks; SEQ denotes the number of breakpoints 
selected according to the Kejriwal and Perron (2010) sequential procedure; BIC and LWZ denote the number 
of structural changes detected according to the information criteria. T1, T2 and T3 denote the break dates 
selected by both the SEQ procedure and the LWZ criterion; for equation 3 the break date is selected in 
accordance with the LWZ criterion; for equation 5 the break dates are detected through the SEQ procedure; 
for equation 11 the break date is defined in accordance with the BIC criterion. Critical values are from 
Kejriwal and Perron (2010). ***, ** and * denote significance at the 1%, 5% and 10% levels, respectively. – 
(2) Cointegrated relations. Equation 1: private consumption and disposable income; equation 2: US and 
Italian stock market indices; equation 3: housing investment and disposable income; equation 4: capital 
stock (non-residential construction), output and user cost of capital ; equation 5: capital stock (equipment), 
output and user cost of capital; equation 6: ICT investment and gross operating surplus; equation 7: exports, 
world demand and real effective exchange rate; equation 8: imports (services) and domestic demand; 
equation 9: imports (non-fuel), domestic demand and relative prices; equation 10: imports (fuel), domestic 
demand and relative prices; equation 11: import prices (non-fuel) and world manufacturing prices; equation 
12: implicit price deflator of investment in housing and overall investment implicit price deflator; equation 
13: per capita wages in the public and in the private sector of the economy; equation 14: FTEs, output and 
per capita compensation of employees (private sector); equation 15: total employees (LFS) and FTEs in both 
the private and public sector; equation 16: oil demand and domestic demand; equation 17: compensations 
of employees in the household institutional sector and in the economy as a whole; equation 18: household 
current transfers (received) and government social expenditure. 

The cointegrating relation between private consumption and disposable income 
(equation 1) is affected by three structural breaks (in 1962, 1988 and 2001) according to 

Cointegrating 
relationships (2) UDmax SEQ BIC LWZ T1 T2 T3

Equation 1 363.5 *** 3 4 3 1962 1988 2001
Equation 2 54.6 *** 2 3 1 1981
Equation 3 11.3 *** 0 1 0
Equation 4 46.8 *** 1 1 1 2004
Equation 5 113.6 *** 2 1 1 1986 1993
Equation 6 115.8 *** 3 3 2 1979 1987
Equation 7 42.9 *** 1 1 1 1994
Equation 8 4.3 0 0 0
Equation 9 50.8 *** 1 1 1 1987
Equation 10 113.6 *** 1 1 1 1989
Equation 11 8.8 0 1 0 1993
Equation 12 90.2 *** 0 3 1
Equation 13 9.2 0 0 0
Equation 14 110.5 *** 1 1 1 1993
Equation 15 102.7 *** 1 2 1 1993
Equation 16 8.1 0 1 0
Equation 17 41.8 *** 3 2 2 1984 1995

Equation 18 3.9 0 0 0
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both the sequential procedure and the LWZ information criterion. In the remaining 
cases of multiple structural breaks, the stability tests detect a distinct number of breaks 
and/or a different timing of the break dates for the same relationship. In the case of the 
relation between ICT investment and real operating surplus (equation 6), the SEQ 
procedure selects three breaks while the LWZ criterion detect only two structural 
changes. The same finding applies to the relation between compensations of employees 
in the household institutional sector and the economy as a whole (equation 17).  

Regarding the relationship between the US and the Italian stock market indices 
(equation 2), the sequential procedure identifies two breaks while only one change is 
identified by the modified Schwarz criterion. Similar results are found in testing the long-
run relation between capital stock (equipment), real output and user cost of capital 
(equation 5). 

For some cointegrating relationships, both the sequential procedure and the 
information criteria select only one break point occurring at the same date. This 
evidence suggests the existence of two-regime long-run models, with the break dates 
that are selected in a period ranging from the early 1990s to the mid-2000s. We do not 
investigate at this stage on the sources of shocks, which identification would require a 
specific analysis, that is beyond the scope of the present paper. As a general comment it 
can be pointed out that they seem to be related to significant economic and institutional 
occurrences. As an example, in the model for the long-term development of labor 
demand in the private sector, output and per capita labor income (equation 14), a break 
date is identified in 1993, which is the year of the so-called “July agreement”, which 
established a closer link between anticipated inflation, productivity and wage 
negotiations. In the long-run relation between exports, world demand and real effective 
exchange rates (equation 7), the stability tests detect a break in 1994, a date close to 
the 1992 exchange rate crisis and the sharp devaluation of Italian lira. 

Finally, the tests do not suggest any instability in the cointegrating relationships linking 
investment in dwellings, disposable income and interest rates (equation 3), the implicit 
price deflator of investment in housing and the overall investment price deflator 
(equation 12), per capita wages in both the public and the private sector of the economy 
(equation 13), oil demand in Italy and domestic demand (equation 16), household 
current transfers (received) and government social expenditure (equation 18). 

A further step in the inference is to confirm that the rejection of the null of stability is 
obtained by the presence of cointegration with multiple breaks, since the above stability 
tests reject the null of cointegration even when the regression is spurious, i.e. when no 
structural change is present and there is no cointegration. To ensure the existence of 
cointegration, a number of additional cointegration tests are used as confirmatory 
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tests.12 First, the residual-based test of Phillips and Ouliaris (1990, PO hereafter) for the 
null of no cointegration is used (the alternative hypothesis is cointegration without 
breaks; the lag length to account for serial correlation is selected using the Schwarz 
criterion). Second, concerning the one-break cointegration tests, the Gregory and 
Hansen (1996) test of the null of no cointegration against the alternative of 
cointegration with a single break is adopted. The test statistics (𝑍𝛼∗ , 𝑍𝑡∗ and 𝐴𝑈𝐹∗) are 
estimated allowing for changes in both the constant and the slope (regime shift model). 
A similar setting is also used for the AK test for the null of cointegration with one 
structural break against the alternative of no cointegration. Third, the AK cointegration 
test with multiple structural breaks, as extended by Kejriwal (2008) to incorporate 
multiple breaks under the null hypothesis of cointegration, is applied according to the 
number of breaks estimated by both the SEQ and the information criteria. As an 
example, for equation 2 in Table 2, the sequential procedure selects two breaks while 
the LWZ criterion estimates a single break. Therefore, the one-break cointegration tests 
(GH and AK) and the two-breaks test (the extended AK test) are used to verify 
cointegration. Results are reported in Table 3. 

Table 3 – PO, GH and AK cointegration break tests (1) 

 
(1) PO reports the Phillips and Ouliaris (1990) cointegration test Z-statistic. The null hypothesis is that series 
are not cointegrated. GH reports the Gregory and Hansen (1996) test statistics for the null hypothesis of no 
cointegration against the alternative of cointegration with one breakpoint. Critical values are taken from 
Gregory and Hansen (1996). AK one-break reports the Arai and Kurozumi (2007) test statistics of the null of 
cointegration with one break. Critical values are from Arai and Kourozumi (2007). AK two-breaks and AK 
three-breaks refer to the test statistics of the AK cointegration test extended to the case of multiple breaks 
according to Kejriwal (2008). Critical values are obtained by simulations using 500 steps and 2000 
replications. ***, ** and * denote significance at 1%, 5% and 10% levels, respectively. – (2) For the 
description of equations, see note to Table 2. 

                                                                        
12 An alternative strategy to confirm the presence of cointegration is to test for cointegration in each of the 
m+1 regimes, given m breaks selected through the stability tests, by applying the Johansen (1995) 
cointegration test; cf. Haug et al. (2006). 

V(λ1) λ1 V(λ2) λ1 λ2 V(λ3) λ1 λ2 λ3

Equation 1 -8.38 -3.69 -20.15 -3.78 0.10 0.14 0.03 0.17 0.59 0.79

Equation 2 -7.33 -5.25 *** -29.41 -4.37 0.09 0.41 0.06 0.43 0.88
Equation 3 -24.02 *** -4.39 -19.98 -3.59 0.07 0.41
Equation 4 -2.37 -4.46 -23.06 -4.04 0.05 0.83
Equation 5 -8.36 -4.42 -26.62 -4.78 0.04 0.69 0.06 0.17 0.41
Equation 6 -10.28 -4.31 -21.08 -4.03 0.07 0.21 0.06 0.19 0.38 0.04 0.24 0.38 0.64
Equation 7 -3.78 -5.1 -23.79 -4.05 0.06 0.31
Equation 8 -39.83 *** -11.36 *** -53.04 ** -11.6 *** 0.09 0.15
Equation 9 -10.41 -5.59 *** -28.97 -5.02 ** 0.06 0.19
Equation 10 -20.03 ** -5.02 ** -30.23 -5.55 *** 0.08 0.19
Equation 11 -10.26 -5.76 *** -25.72 -4.76 * 0.12 0.81
Equation 12 -17.65 ** -4.41 -25.77 -4.15 0.10 0.81 0.02 0.48 0.74 0.88
Equation 13 -14.53 * -3.78 -22.62 -4.10 0.12 0.14
Equation 14 -3.96 -5.12 -26.44 -4.52 0.05 0.31
Equation 15 -8.72 -6.61 *** -39.21 -6.61 *** 0.09 0.23 0.12 ** 0.20 0.75
Equation 16 3.38 -3.95 -23.46 -4.12 * 0.04 0.26
Equation 17 -8.03 -4.31 -23.63 -4.03 0.04 0.44 0.04 0.36 0.64 0.03 0.18 0.49 0.64

Equation 18 -19.54 ** -6.55 *** -31.03 -6.83 *** 0.07 0.12

Cointegrating 
relationships(2)

AK one-break AK two-breaks AK three-breaks

Zt ADF

PO GH

𝑍α∗ 𝑍𝑡∗



29 
 

According to the empirical results, the PO test rejects the null of no cointegration for all 
equations for which the above stability tests do not select any breakpoint (at the 1% 
level for equation 3 and 8, at the 5% level for equations 10, 18, at the 10% level for 
equation 13). The null of no cointegration is also rejected (at the 5% level) for equation 
12, consistent with the SEQ procedure although the LWZ stability criterion detected the 
presence of one structural change. For the other relationships, the existence of 
cointegration can only be supported in the presence of at least one structural break. 

The GH and AK tests confirm the existence of one breakpoint in all cointegration 
relationships for which only one break is selected by both the SEQ procedure and the 
information criteria. This is the case for equations 9 and 10, for which the GH and AK 
tests suggest cointegration with one break at the 1% level. Cointegration with one break 
is only supported by the AK test for equations 4, 7 and 14 (the null cannot be rejected at 
the 1% level) while, for the same relationships, the GH test cannot reject the null of no 
cointegration. 

In two cases, testing results are inconclusive. For equation 11, the double maximum test 
(UDmax) signals the absence of any break date, but the assumption of cointegration 
without breaks is not supported by the PO test; furthermore, the GH and AK tests are 
consistent with the results of BIC criterion, supporting the evidence of cointegration 
with one breakpoint. For equation 16, we conclude in favor on no structural breaks 
because the finding of cointegration with one break is weaker (at 10% level for the GH 
test, at the 1 percent level for the AK test). 

The results of cointegration tests allowing for multiple changes are also considered. 
They provide additional evidence in selecting the number of breakpoints when the 
results of stability tests are mixed. The results of the GH and AK tests confirm the 
presence of cointegration with a single breakpoint for equation 2 (consistent with the 
LWZ criterion), although the null of cointegration with two-breaks cannot be rejected 
according to the extended AK test. The results for equation 15 are also in favor of one 
breakpoint, since the extended AK test with two breaks rejects the null at the 5% level. 

In the remaining relationships, the presence of cointegration with multiple structural 
breaks is generally confirmed since the extended AK test cannot reject the null 
hypothesis, while the results of GH and one-break AK tests contradict each other. This 
applies to equation 5, as the extended AK test cannot reject the null of cointegration 
with two breaks (confirming the results of SEQ procedure), and to equations 6 and 17 
(consistent with the LWZ criterion); for equation 1, the AK test accepts the null of 
cointegration with three structural changes (confirming the findings of SEQ and LWZ 
tests). Overall, the empirical analysis provides evidence of cointegration when multiple 
structural breaks are properly detected and modelled. 

Based on the above findings, the cointegrating relations of MeMo-It are modified 
accordingly. We generally refer to the structural changes estimated by both the SEQ 
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procedure and the criterion LWZ. We take into account the breakpoints selected 
through the LWZ criterion for the equations 2, 6, 12 and 17, the break date detected by 
the SEQ procedure for equation 5, and the structural change selected using the BIC 
criterion for equation 11. 

As a subsequent step, the testing procedure sought to investigate the stability of the 
parameters in each model equation. For the subset of equations specified as an error-
correction model, the investigation concerns both the parameters of the differenced 
explicative variables and the adjustment coefficient (loading factor). The assessment is 
performed by applying the Perron-Yamamoto (2015) method, which is intended to 
detect structural changes in linear regression models with endogenous regressors. It 
consists of two stages. 

The first stage is devoted to inferring potential structural instability in both the reduced 
and structural forms of each model equation. This analysis is performed in an OLS 
framework so that the Bai and Perron (1998, 2003) testing procedure applies to deliver 
estimates of the break dates. As for the reduced forms, the investigation concerns the 
explicative variables, which are treated as endogenous, and, specifically, the stability of 
the relationships linking each endogenous RHS variable to the exogenous covariates and 
the excluded instruments. If any break point is found, the reduced form equation is 
specified accordingly and re-estimated to obtain the corresponding break-adjusted 
predicted values. These are needed in the next stage of the testing procedure. This 
strategy also applies to the long-run relationships, which are considered as endogenous. 
In this case, the reduced forms refer to the break-adjusted cointegrated relationships, 
whose structural changes are estimated through the Kejriwal and Perron procedure 
(instead of the Bai and Perron method). The OLS-based procedure also applies to the 
structural forms, which entail as regressors all the original covariates, including the 
endogenous ones (by contrast, in the usual IV framework, regressors are the projection 
of the originals on the space spanned by the instruments). 

In the second stage, the objective is to evaluate the relevance of the break dates 
detected in the structural equations by assessing if the changes across regimes in the 
estimated structural parameters reflect genuine instability or if they are mainly due to a 
change in the bias term (or if a change in the true parameters is offset by any change in 
the bias factor). This analysis is performed within the IV framework but conditioning on 
the estimates of the break dates detected through the OLS-based procedure. 

The evidence of the Perron-Yamamoto method points out that the large majority of the 
equations in the MeMo-It model do not show any significant evidence of structural 
changes. The main results can be summarized as follows. 

First, the PY procedure finds instability in the structural forms in 26 out of 60 equations 
(the OLS-based sup-Wald test rejects the null of stability). Within this subset of models, 
the number of estimated reduced forms is equal to 110 (46 out of 156 covariates are 
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exogenous) and, of these, more than half are found to be unstable. Structural breaks in 
both the structural and reduced forms involve 17 out of the 26 equation specifications 
(and about 24 percent of the unstable reduced forms), in the large majority of cases 
with distinct break dates in the structural and the reduced forms. In the remainder of 
the IV specifications with instability in the structural equation, the RHS variables as a 
whole are strictly exogenous (the covariates are instrumented by themselves). In this 
case, the second stage of the PY procedure does not apply and the stability of structural 
form is obtained by re-specifying the models in accordance with the results of the Bai 
and Perron methodology (1998, 2003). The same applies to the reduced forms with 
structural changes entering models whose structural equation is stable (about 34 
percent of unstable reduced forms). 

Second, the adjustment for break dates also applies to the unstable reduced forms in 
models with instability in the structural form. Such a correction allows us to assess if the 
breaks estimated in the structural equation correspond to a true instability or not. Once 
the instability of the reduced form is accounted for, the 2SLS estimation consists in 
running an IV regression but conditioning on the estimates of the break dates (in the 
structural form) obtained using the Bai and Perron (1998) procedure. The ultimate 
objective is to evaluate the values in both the structural parameters and the bias terms 
and verify that the change of the OLS parameter estimates across regimes is not due to 
a change in the bias factor. The main results are reported in Table 4.13 According to the 
empirical findings, the structural instabilities detected in 9 out of 17 structural forms do 
not genuinely reflect a change in the structural parameters, because the main source of 
variation in parameter estimates across regimes is represented by the change in the bias 
term. Therefore, the adjustment for break dates of the structural form applies to 8 out 
of 60 model equations. 

Finally, the majority of the cointegrated relationships detected as unstable through the 
Kejriwal and Perron (2010) methodology (9 out of 13 cases) enter equations with a 
stable structural form. Once the instability in the long-run equilibrium relationships is 
accounted for, the coefficient of the short-run dynamic adjustment mechanism is found 
to be stable in all ECM specifications. It is worth pointing out that, as for the instability of 
the cointegrating relationships, the large majority of break dates are detected before 
2008. These findings suggest that the change in the size of fiscal multipliers in the crisis 
period is not related to spurious factors, e.g. to the presence of break dates close to the 
inception of the financial crisis. 

 

                                                                        
13 Full results of the Perron-Yamamoto testing procedure are not reported for space considerations. They 
are available upon request. 
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Table 4 – IV subsample estimates of the unstable structural forms (1) 

 
(1) Break dates report the number of m breakpoints (and m+1 regimes) estimated for each structural 
equation. Reduced forms are the number of estimated reduced forms for each model equation. Change in 
structural parameters reports the change in the coefficient estimated for each reduced form across the m+1 
regimes. Change in bias is the estimated change in bias from each equation with the selected number of 
breakpoints in the structural equation. – (2) Equation 1: residential investments; equation 2: ICT and R&D 
investments; equation 3: exports of goods and services; equation 4: value added implicit deflator; equation 
5: implicit price deflator for imports of services; equation 6: implicit price deflator for imports of goods and 
services; equation 7: implicit price deflator for gross fixed capital formation; equation 8: implicit price 
deflator for residential investment; equation 9: harmonized index of consumer prices, energy; equation 10: 
harmonized index of consumer prices; equation 11: wage per employee in the public sector; equation 12: 
labor force participation rate, females; equation 13: total labor force; equation 14: Government average 
cost of debt, % rate; equation 15: gross operating surplus, household institutional sector; equation 16: net 
property income, household institutional sector; equation 17: net property income, rest of the world. 

 

4.3 Correction for structural breaks and significance tests of differences in multipliers 

The MeMo-It model specifications are revised on the basis of the results of the stability 
tests. Furthermore, the model is estimated by using stochastic simulation, so that 
estimates of the fiscal multipliers are obtained along with their standard errors for 
assessing statistical significance. 

m 2-m 1 m 3-m 2 m 4-m 3 m 5-m 4 m 2-m 1 m 3-m 2 m 4-m 3 m 5-m 4

Eq. 1 1 Rf1 0.195 -0.057

2 Rf1 10.266 -2.023 -30.444 18.357
Rf2 9.466 -1.038 -9.593 1.065

Eq. 3 1 Rf1 -0.957 1.268
Eq. 4 1 Rf1 0.085 0
Eq. 5 3 Rf1 0.528 -1.176 0.901 -0.117 0.880 -0.937
Eq. 6 1 Rf1 0.522 -0.107

1 Rf1 -0.352 1.052
Rf2 0.004 0.015

1 Rf1 -0.073 0
Rf2 -3.168 0

Eq. 9 1 Rf1 -0.608 0.002
Eq. 10 1 Rf1 -0.966 -0.272
Eq. 11 1 Rf1 -0.407 -0.026

1 Rf1 0.478 -0.055
Rf2 1.351 -0.264

1 Rf1 -1.250 0.785
Rf2 0.089 -0.147

2 Rf1 0.003 -0.001 0 0
Rf2 -0.344 -0.682 0.297 0.523

1 Rf1 -3.586 0.826
Rf2 -3.630 0.914
Rf3 3.746 -0.962

Eq. 16 4 Rf1 0.001 -0.016 0.017 0.001 0 0 0 0

Eq. 17 2 Rf1 0.138 -0.126 -0.112 0.191

Equations(2) Break 
dates

Reduced 
forms

Change in structural parameters Change in bias term

Eq. 14

Eq. 15

Eq. 2

Eq. 7

Eq. 8

Eq. 12

Eq. 13
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In performing the stochastic simulation, the model is solved repeatedly for different 
draws of the stochastic components. As stated in Section 3, we assume that the vector 
of error terms, corresponding to the m stochastic equations of the model, is distributed 
as a multivariate normal 𝑁 = (0,Σ), where the covariance matrix Σ can be estimated as 
Σ� = (1/𝑇)𝑈�𝑈�′ and 𝑈� is the matrix of estimated residuals within a specified sample. For 
each repetition, the innovations of the model equations are generated by drawing a set 
of random numbers from 𝑁 = �0,Σ�� distribution, that are scaled to match the variance-
covariance structure of the system. We do not account for parameter uncertainty and 
the model coefficients are held fixed to the values of the (deterministic) dynamic 
simulation. Therefore, for each simulation period t, J=1,000 repetitions are performed, 
each characterized with a specific draw of the error terms from the 𝑁 = �0,Σ�� 
distribution and fixed coefficient estimates (Fair, 2003, 2013).14  

As the final aim of the stochastic simulation is to compute estimates of the sample 
variances of fiscal multipliers, for each repetition two scenarios are considered, one 
corresponding to the baseline model solution (no-stimulus scenario) and an alternate 
scenario, consisting in the specification of a permanent change in the values of a 
reference exogenous fiscal variable corresponding to 1 percent of nominal GDP in the 
pre-stimulus year of the simulation (such a measure is not balanced through changes in 
revenue or spending variables to preserve budget neutrality). The two scenarios are 
solved together stochastically to ensure that the same set of random shocks is used in 
both cases. For each repetition, one obtains a prediction of each endogenous variable. 

Let 𝑦𝑖𝑡
𝑗  denotes the value of the jth repetition of variable i for period t. For J repetitions, 

the stochastic simulation estimate of the expected value of variable i for period t is 

�̅�𝑖𝑡 = 1
𝐽
∑ 𝑦𝑖𝑡

𝑗𝐽
𝑗=1  and the estimate of the corresponding variance is 𝑉𝑚𝑉(�̅�𝑖𝑡) =

1
𝐽
∑ (𝑦𝑖𝑡

𝑗 − �̅�𝑖𝑡)𝐽
𝑗=1

2
. The simulation estimate of the standard error is calculated by using 

the sample standard deviation formula, {𝑉𝑚𝑉(�̅�𝑖𝑡)}1/2. 

As for output multipliers, for each repetition and for each period t, we compute the 
differences between the solution values for (log transformed) real output in both the 

baseline and the alternate scenario, denoted as 𝑦𝑡,𝐵
𝑗  and 𝑦𝑡,𝐴

𝑗 , respectively. The fiscal 

multiplier for repetition j in period t is computed as 𝑚𝑡
𝑗 = log (𝑦𝑡,𝐴

𝑗 ) −  log (𝑦𝑡,𝐵
𝑗 ). The 

mean of the quantities 𝑚𝑡
𝑗 over J repetitions provides the expected value of the stimulus 

to output in period t (so that the average is close to the fiscal multiplier obtained from 
the deterministic simulation). The corresponding stochastic simulation estimates of the 
variances and standard errors are also computed. 

                                                                        
14 Using bootstrapped innovations by drawing randomly (with replacement) from the set of actual residuals 
may be more appropriate than normal random numbers in cases where the equation innovations do not 
seem to follow a normal distribution. In this exercise, the results obtained do not qualitatively change using 
innovations generated by bootstrapping. 
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Within this methodological framework, we are able to replicate the exercise described in 
Section 3. The revised macro-econometric model is estimated for both the full-sample 
(1970-2014) and the period prior to the outbreak of the financial crisis (1970-2007). 
Based on the results specific to each sample estimate (estimated parameters and 
residuals), a 1-year out-of-sample stochastic simulation is performed to compute the 
impact multipliers and the related standard errors. Results are reported in Table 5 
(multiplier estimates over the whole sample) and Table 6 (multiplier estimates for the 
pre-crisis period). 

The comparison with the estimates discussed in Section 3 (Table 1) points out the 
following. First, the 1-year fiscal multipliers presented in Table 5 are generally larger 
than the multipliers estimated not accounting for the structural breaks. Such differences 
mainly concern the output responses to changes in government spending (intermediate 
consumption, social transfers to households, investment). A size increase is also 
observed, albeit to a lesser extent, for the output responses to a shock in households' 
labor income tax rate. Conversely, when the pre-crisis sample size is considered, the 
government expenditure multipliers reported in Table 6 are lower compared with their 
estimates not accounting for the break dates. 

Table 5 – Fiscal multipliers from the break-corrected macroeconomic model. Full-
sample estimates. (1) 

 
(1) Standard errors in parenthesis. ***, **, * denote significance at 1%, 5% and 10% levels, respectively. 

Intermediate consumption 0.864 *** 0.946 *** 0.987 ***

(0.056) (0.072) (0.054)
Social transfers to households 0.180 *** 0.497 *** 0.554 ***

(0.013) (0.030) (0.027)
Government investment 0.936 *** 1.051 *** 1.090 ***

(0.068) (0.094) (0.115)
Production grants 0.033 0.052 0.109 ***

(0.163) (0.063) (0.045)
Households’ labor income tax 0.194 *** 0.554 *** 0.653 ***

(0.011) (0.029) (0.029)
Corporate income tax 0.021 *** 0.055 *** 0.082 ***

(0.001) (0.001) (0.005)
Social security contributions 0.099 *** 0.323 *** 0.424 ***

(0.023) (0.035) (0.042)
Consumption tax 0.087 *** 0.307 *** 0.395 ***

(0.006) (0.025) (0.026)
Regional tax on economic activities 0.034 0.115 *** 0.142 ***

(0.094) (0.032) (0.021)
Excise duty on energy products 0.035 0.163 *** 0.270 ***

(0.058) (0.024) (0.029)

Fiscal variables
Point estimates

1-year 2-year 3-year
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Table 6 – Fiscal multipliers from the break-corrected macroeconomic model –  Pre-
crisis estimates (1) 

 
(1) Standard errors in parenthesis. ***, **, *denote significance at 1%, 5% and 10% levels, respectively. 

Furthermore, the tax multipliers estimated in each of the sample periods are very close 
(especially for shocks to indirect tax rates), thereby confirming the near absence of 
regime dependence. Finally, an exception is represented by the output responses to 
changes in the social security contribution rate, whose magnitude is estimated to 
decline in both samples compared with the values given in Table 1. 

The statistical framework of the stochastic simulation is extended to incorporate the 
case of dynamic simulations. The out-of-sample simulation period is increased to five 
steps ahead (so that each repetition consists in one dynamic simulation over the period 
of interest) and allows us to compute the interim (cumulated) fiscal multipliers for both 
time periods (Table 5 and Table 6 display up to 3-year interim multipliers). The estimates 
show that, irrespective of the specific estimation sample, the cumulative spending 
multipliers peak after about 3 years. The multipliers for government investment and 
consumption are significantly larger than those associated with other fiscal variables. 
Multipliers are small for general transfers, especially in terms of the impact. They 
increase considerably over time but remaining below those for government spending. 
Smaller multipliers are estimated for consumption taxes and labor income taxes, and 
even smaller multipliers are found for corporate income taxes. According to our 

Intermediate consumption 0.523 *** 0.639 *** 0.686 ***

(0.046) (0.048) (0.046)
Social transfers to households 0.061 *** 0.274 *** 0.321 ***

(0.005) (0.021) (0.025)
Government investment 0.432 *** 0.569 *** 0.561 ***

(0.042) (0.053) (0.048)
Production grants 0.010 *** 0.039 *** 0.064 ***

(0.001) (0.004) (0.006)
Households’ labor income tax 0.065 *** 0.300 *** 0.375 ***

(0.006) (0.024) (0.032)
Corporate income tax 0.014 *** 0.043 *** 0.071 ***

(0.001) (0.001) (0.002)
Social security contributions 0.088 *** 0.292 *** 0.413 ***

(0.007) (0.014) (0.027)
Consumption tax 0.040 *** 0.172 *** 0.271 ***

(0.003) (0.020) (0.037)
Regional tax on economic activities 0.005 *** 0.051 *** 0.083 ***

(0.002) (0.004) (0.007)
Excise duty on energy products 0.006 *** 0.035 *** 0.085 ***

(0.001) (0.001) (0.010)

Point estimates

1-year 2-year 3-year
Fiscal variables
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findings, the path of tax multipliers is estimated to peak over a longer timespan (after 3 
or 4 years), with the exception of the output responses to changes in excise duties and 
social security contributions. Overall, these dynamics are consistent with the findings 
prevailing in the empirical literature (among others, Coenen et al. 2012). 

A statistical test of the significance of differences between each fiscal multiplier 
estimated in the two sample periods is also carried out. This assessment is performed on 
the basis of the stochastic simulation of the model, using the expected values computed 
from the J repetitions and the estimated standard errors. As shown in Table 7, the size 
of differences between the spending multipliers computed, respectively, for the full 
sample and the pre-crisis period are found to be statistically significant (at the 1 percent 
significance level) except for production grants, providing empirical support to the 
assumption of larger fiscal multipliers over the full-sample period. This evidence holds 
for both the impact multipliers and the interim multipliers. With regard to the tax 
multipliers, the differences in the size of impact multipliers are statistically significant for 
household income tax , corporate income taxes and consumption tax. Conversely, they 
are not significant in the other cases (social security contributions, regional tax on 
economic activity, excise duty on energy products). However, these deviations become 
statistically different from zero as the time horizon lengthens, with the sole exception of 
social security contributions. 

The larger size of full-sample fiscal multipliers compared with the pre-crisis multipliers 
entails changes in model parameters, but to an extent that does not imply structural 
instabilities. However, given the linearity of the model, parameter estimates are 
independent of the state of the economy and might fail somewhat to properly account 
for the development of some specific variables, especially when they move close to the 
extremes of their range of variation. This could be the case of the “depressive” behavior 
of some variables (nominal interest rates constrained at the zero lower bound and low 
core inflation) observed during the crisis period that began in 2008.15 

 

                                                                        
15 Such special conditions could lead to an overestimation of the full-sample fiscal multipliers, as they could 
be affected by potential nonlinear effects. The overestimation of fiscal multipliers, depending on the 
structural characteristics of the models, is a debated issue in the empirical literature. As an example, the 
estimates reported in Auerbach and Gorodnichenko (2012a) are obtained using a nonlinear model under 
the assumption of "absorbing states", i.e., that an expansionary fiscal spending shock is unable to draw the 
economy out of a recession. Ramey and Zubairy (2018) demonstrate that this assumption may lead to an 
overestimation of spending multipliers. Using nonlinear techniques but relaxing the absorbing-state 
assumption they find that fiscal spending multipliers in recessions are, on average, not larger than those in 
good times. The issue of the overestimation of fiscal multipliers is also dealt with in Section 5 of this paper. 
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Table 7 – Comparing fiscal multipliers (1) 

 
(1) Standard errors in parenthesis. ***, **, *denote significance at 1%, 5% and 10% levels, respectively. 

Overall, the above findings provide empirical support for the qualitative assessment 
discussed in Section 3. First, the difference between the output responses to the same 
fiscal shock in the two samples is estimated to be even larger for the expenditure 
categories, as a result of the increase – compared with the version of the model not 
amended for structural breaks – in the size of fiscal multipliers estimated over the full-
sample and, conversely, their reduction when only the information prior to the outbreak 
of the financial crisis is accounted for. Second, the results on the statistical significance 
of the gap in the dimension of fiscal multipliers provide reliable evidence of the 
heterogeneity of output responses to the same fiscal shock and, mostly important for 
our aims, point to the evidence of higher multipliers in the recession period (from 2008 
onwards). Providing estimates of fiscal multipliers for this period is the goal of the next 
section. 

 

5 Deducing fiscal multipliers in the crisis period 2008-2014 

This section is devoted to describing the methodology adopted to estimate the fiscal 
multipliers over the crisis period 2008-2014 (denoted M2). To this end, we develop a 
statistical methodology that allows us to settle the problem posed by the impossibility of 

Fiscal variables

Intermediate consumption 0.341 *** 0.308 *** 0.301 ***

(0.072) (0.086) (0.071)
Social transfers to households 0.118 *** 0.223 *** 0.233 ***

(0.013) (0.036) (0.036)
Government investment 0.504 *** 0.482 *** 0.529 ***

(0.080) (0.106) (0.125)
Production grants 0.010 0.014 0.046

(0.163) (0.063) (0.045)
Households’ labor income tax 0.128 *** 0.254 *** 0.279 ***

(0.012) (0.036) (0.042)
Corporate income tax 0.007 *** 0.012 *** 0.011 ***

(0.001) (0.002) (0.005)
Social security contributions 0.011 0.031 0.011

(0.025) (0.037) (0.050)
Consumption tax 0.047 *** 0.135 *** 0.124 ***

(0.007) (0.032) (0.045)
Regional tax on economic activities 0.029 0.064 ** 0.059 ***

(0.094) (0.032) (0.021)
Excise duty on energy products 0.029 0.128 *** 0.185 ***

(0.058) (0.024) (0.031)

1-year 2-year 3-year
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obtaining a direct estimation of M2 multipliers. The estimate of M2 fiscal multipliers is 
not feasible for MeMo-IT, since the length of the crisis period is too short in relation to 
the high dimensionality of the macro-econometric model. To circumvent this problem, 
we follow a strategy designed to perform an indirect estimate of M2 fiscal multipliers. It 
builds on two different estimates of the econometric model that are performed, 
respectively, using both the whole information set (covering the crisis period) and the 
data available up to the outbreak of the financial crisis. This procedure raises issues 
related to both the accuracy and efficiency of the estimates, which are reflected in the 
higher uncertainty of the statistical inference.  

The methodological framework is developed starting from the seminal contribution of 
Chow (1960) and the theoretical literature which followed (Fisher, 1970; Ali and Silver, 
1975; Jayatissa, 1977; Watt, 1979; Othani and Kobayashi, 1985). Based on these 
contributions, we find that, under the assumption of no structural breaks and 
homoskedasticity, the regression parameters estimated on the whole sample can be 
represented as the weighted average of the parameters estimated over, say, two 
subsamples, where the weights are obtained as the ratio of the inverse of variance-
covariance matrices. In the second part of the section, we build on this framework to 
obtain the estimates of the fiscal multipliers for the crisis period. 

 

5.1 Methodology 

The starting point of this analysis is the final-form representation of the system 
introduced in Section 3. For ease of presentation, the specification of the final form is 
assumed with no lags in the exogenous variables, so to obtain a static representation of 
the model. This restriction does not limit the generality of the results, which can be 
extended to the case in which 𝜫(𝐿) is a polynomial in the lag operator. In matrix form, 
the system can be denoted as 

𝑦𝑡 =  𝜫𝑥𝑡 + 𝑢𝑡     

The stochastic assumptions made for the structural form have direct implications for the 
stochastic disturbance terms of the reduced form: 𝑢𝑡 are stochastically independent 
with respect to 𝑥𝑡 and uncorrelated over the sample; the covariance matrix of 𝑢𝑡 is 
assumed constant over the sample; the sample data provides finite sample moments. 
Under these assumptions, the conditions of both the Gauss-Markov theorem and the 
Least Squares Consistency Theorem are satisfied for the final-form equations, so that 𝜫 
can be estimated using the least squares estimator, which is a consistent although 
inefficient estimator of the equation-by-equation regression of 𝒀 on 𝑿 (Hsiao, 1997). In 
what follows, the focus is on the j-th equation of the final-form representation of the 
model, 

𝑦𝑡,𝑗 = ∑ 𝜋𝑖𝑗𝑥𝑖𝑡,𝑗
𝑘
𝑖=1 + 𝑢𝑡,𝑗.  (7) 
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The objective is to derive an expression for the parameters 𝜋𝑖𝑗 (i=1,...,k) in terms of the 
coefficients of the same model (7) but estimated on partitions of the whole sample. To 
this aim, we adopt the theoretical framework developed in Chow (1960) under the 
stochastic assumptions of homoskedasticity and serial incorrelation of residuals.16 

Assume that the sample t is split into two non-overlapping subsamples of size n1 and n2, 
where n1 > k and n2 > k, so that equation (7) can be denoted as (in compact form and 
removing the subscript j) 

�
𝑦1
𝑦2� = �𝑋10

0
𝑋2
� �
𝜋1
𝜋2�+ �

𝑣1
𝑣2�  (8) 

where subscript 1 denotes the first sample t1 of n1 observations, subscript 2 refers to the 
second sample t2 of n2 observations, 𝑋1 and 𝑋2 are nonsingular (n1 × k) and (n2 × k) 
matrices, and  𝜋1 and 𝜋2 are the vectors of the k regression coefficients. This 
representation implies that the parameters in the two subsamples are different 
(𝜋1 ≠ 𝜋2). The least squares estimators of 𝜋1and 𝜋2, denoted by 𝜋�1 and 𝜋�2, are 

�𝜋�1𝜋�2
� = �𝑋1′𝑋1

0
0

𝑋2′𝑋2
�
−1
�𝑋1′

0
0
𝑋2′

� �
𝑦1
𝑦2� = �

𝜋1
𝜋2� + �

(𝑋1′𝑋1)−1𝑋1′
(𝑋2′𝑋2)−1𝑋2′

� �𝑣10
0
𝑣2
�  (9) 

which implies 

�𝑋1′𝑋1
0

0
𝑋2′𝑋2

� �𝜋�1𝜋�2
� = �𝑋1′

0
0
𝑋2′

� �
𝑦1
𝑦2� = �𝑋1′𝑦1𝑋2′𝑦2

�.  (10) 

The variance-covariance matrix of parameter estimates is 

𝛺𝑎 = 𝜎12(𝑋1′𝑋1)−1 + 𝜎22(𝑋2′𝑋2)−1 = 𝛺1,𝑎 + 𝛺2,𝑎  (11) 

where 𝛺1,𝑎 is the covariance matrix of the parameter estimates from the first n1 
observations, 𝛺2,𝑎 is the covariance matrix of the estimates from the subsample t2, 𝜎12 
and 𝜎22 are the variances of residuals of the regressions on each subset t1 and t2, 
respectively. 

Under the assumption of equality of the parameters 𝜋1and 𝜋2 , (𝜋1 = 𝜋2 = 𝜋), equation 
(8) reduces to 

�
𝑦1
𝑦2� = �𝑋1𝑋2

� 𝜋 + �
𝑣1
𝑣2� (12) 

and the least square estimator of 𝜋, denoted by 𝜋�, can be written as 

                                                                        
16 Toyoda (1974) and Schmidt and Sickles (1977) show that the Chow test is not robust to 
heteroscedasticity. Gupta (1978, 1982), and implicitly Zellner (1962) and Theil (1971) develop an alternative 
test based on a likelihood ratio that deals with the problem. Jayatissa (1977) also introduces a test for 
structural change under heteroscedasticity. 
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�(𝑋1′𝑋2′) �
𝑋1
𝑋2
�� 𝜋� = (𝑋1′𝑋2′) �

𝑦1
𝑦2� = 𝑋1′𝑦1 + 𝑋2′𝑦2  (13) 

with variance-covariance matrix 

𝛺0 = 𝜎2(𝑋1′𝑋1 + 𝑋2′𝑋2)−1  (14) 

where 𝜎2 is the variance of residuals of the OLS estimates in (13). Taking account of (10) 
and (13) (Chow 1960), it follows that 

(𝑋1′𝑋1 + 𝑋2′𝑋2)𝜋� =  𝑋1′𝑋1𝜋�1 + 𝑋2′𝑋2𝜋�2  
 (15) 

which implies 

𝜋� =  𝑋1′𝑋1(𝑋1′𝑋1 + 𝑋2′𝑋2)−1𝜋�1 + 𝑋2′𝑋2(𝑋1′𝑋1 + 𝑋2′𝑋2)−1𝜋�2  (16) 

Assuming equality of coefficients, expression (16) states that the parameter k-vector 𝜋� 
estimated over the whole sample can be represented as a linear combination of the OLS 
coefficient vectors, 𝜋�1 and 𝜋�2, estimated in each subsample. The inner product 𝑋𝑠′𝑋𝑠 
(s=1, 2) is the contribution of the estimated parameters in subsample ts to the estimates 
of 𝜋�. Under the homoskedasticity assumption, (𝜎12 = 𝜎22  = 𝜎2), premultiplying both 
sides of (15) by 𝜎2, we obtain  

𝜋� = (𝛺1,𝑎)−1𝛺0𝜋�1 + (𝛺1,𝑏)−1𝛺0𝜋�2  (17) 

According to equation (17), the larger the information content, the lower the variance of 
the parameter estimates in subsample ts, and the higher the weights attached to the 
coefficients. It follows that the influence of precise estimates is large, while the 
influence of less precise estimates plays a smaller role. This is because the reciprocal of 
the variance has exactly the same property. 

In the simplifying case where 𝜋� is a (2×1) random vector (k=2), expression (17) can be 
represented as 

�
𝜋�1,𝑡
𝜋�2,𝑡

� = �
𝛾1,𝑡1
𝛿21,𝑡1 𝛾2,𝑡1

� �
𝜋�1,𝑡1
𝜋�2,𝑡1

� + �
𝛾1,𝑡2
𝛿21,𝑡2 𝛾2,𝑡2

� �
𝜋�1,𝑡2
𝜋�2,𝑡2

� 

where 𝛾1,𝑡𝑠 (𝛾2,𝑡𝑠) is the ratio of the reciprocal of variance for 𝜋�1 (𝜋�2) in subsample ts 
(s=1, 2) to the variance of the estimates on the whole sample; 𝛿1,𝑡𝑠 (𝛿2,𝑡𝑠) is the same 
ratio but in terms of covariances.  

In the following, we assume that the contribution of the covariance ratios is negligible 
for the estimation of 𝜋�𝑖,𝑡, and the set of covariance weights in both subsamples is 
restricted to zero: {𝛿𝑖𝑙}𝑡𝑠 = 0 (i≠l, i,l=1,2, s=1,2). This implies the assumption that fiscal 
shocks are orthogonal to each other (see Romer and Romer, 2010, for a similar 
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assumption).17 When the covariance terms are restricted to zero, the formulation for 
𝜋�𝑖,𝑡 (i=1,2) becomes 

𝜋�𝑖,𝑡 =  𝛾𝑖,𝑡1𝜋�𝑖,𝑡1 + 𝛾𝑖,𝑡2𝜋�𝑖,𝑡2  (18) 

The inverse variance weights are such as to minimize the variance of the weighted 
average estimator of j independent statistics (Hedges and Olkin, 1985). Given that 𝜋�𝑖,𝑡𝑠 
are uncorrelated across subsamples with variance 𝑉𝑖,𝑡𝑠, the variance of the weighted 
mean estimator is 𝑉𝑖,𝑡 = ∑ γ𝑖,𝑡𝑠2

𝑠 𝑉𝑖,𝑡𝑠. To get the optimal weights γ𝑖,𝑡𝑠, the variance 𝑉𝑖,𝑡 
is minimized subject to the constraint that the sum of the weights is normalized to unity, 

𝐦𝐦𝐦γi,ts V𝑖,𝑡 = ∑ γi,ts2 Vi,tss − γ0(∑ γi,tss − 1) (19) 

where γ0 is the Lagrangian multiplier to enforce the constraint. Equating to zero the first 
derivative with respect to γi,ts, we obtain γi,ts = (γ0/2)/Vi,ts, and taking sums on both 
sides, 2/γ0 = 1/∑Vi,ts; thus, the optimal individual normalized weights are 

𝛾𝑖,𝑡𝑠 = 1
𝑉𝑖,𝑡𝑡

� 1
∑𝑉𝑖,𝑡𝑡

�
−1

= 𝜔𝑖,𝑡𝑡
∑ 𝜔𝑖,𝑡𝑡s

  (20) 

Substituting this definition into (19), the minimum variance of the weighted mean 
estimator is 𝑉𝑖,𝑡 = 1/∑𝑉𝑖,𝑡𝑠. The optimal individual weights, 𝜔𝑖,𝑡𝑠 = 1/𝑉𝑖,𝑡𝑠, are 
inversely proportional to the variance of the corresponding statistics, and the minimum 
variance unbiased estimator, among all possible unbiased weighted averages of, say, s 
independent statistics, being 

𝜋�𝑖,𝑡 = ∑ 𝜔𝑖,𝑡𝑡π�𝑖,𝑡𝑡s
∑ 𝜔𝑖,𝑡𝑡s

= 𝛾𝑖,𝑡1𝜋�𝑖,𝑡1 + 𝛾𝑖,𝑡2𝜋�𝑖,𝑡2  (21) 

and its variance is 

𝑉𝑖,𝑡 = 𝛾𝑖,𝑡12 𝑉𝑖,𝑡1 + 𝛾𝑖,𝑡22 𝑉𝑖,𝑡2 + 2𝛾𝑖,𝑡1𝛾𝑖,𝑡2𝜌�𝑉𝑖,𝑡1𝑉𝑖,𝑡2  (22) 

where 𝑉𝑖,𝑡1 and 𝑉𝑖,𝑡2 are the variances of the i-th parameter in the respective subsample 
ts (s=1,2). The parameter 𝜌 allows us to account for the potential correlation between 
the estimates of the i-th fiscal multiplier across subsamples. 

The inverse variance weights are optimal in the sense that the estimator of the 
population mean has minimum variance only if the variances are known. Since variance 
is usually unobserved, then estimates of variances are used, with the result that the 
estimator is no longer optimal, but it is unbiased (Keller and Holkin 2004). 

                                                                        
17 This approach might result in the over-estimation of fiscal multipliers. Favero and Giavazzi (2009) show 
that, under this representation, tax shocks are also orthogonal to any other macro shock (productivity 
shocks, shifts in government spending or in monetary policy) as well as to the lagged values of other 
excluded macro variables. Once these assumptions are relaxed, they find multipliers that are much smaller 
than the estimates provided by Romer and Romer (2010). 
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Expression (21) can be viewed as analogous to the methodology for the synthesis of 
summary estimates widely adopted in the framework known as meta-analysis (Hedges 
and Olkin 1985; Borenstein et al. 2009). Most of the statistical procedures in meta-
analysis are usually based on the estimation of the average of summary statistics, with 
research into the best procedure for averaging being a point of remarkable 
methodological interest. 

 

5.2 Procedure to estimate fiscal multipliers in the crisis period 

The aim of this sub-section is to present the procedure adopted for the estimation of 
fiscal multipliers in the crisis period (2008-14). Given the above framework, the 
inference on the final-form parameter 𝜋𝑖,𝑡2 can be carried out by reformulating 
expression (21), 

𝜋�𝑖,𝑡2 = (𝜋�𝑖,𝑡−𝛾𝑖,𝑡1𝜋�𝑖,𝑡1)
𝛾𝑖,𝑡2

  (23) 

But this approach is not yet feasible, since not all the elements on the RHS of equation 
(23) are known. Some are estimated, namely the parameters pertaining to both the 
whole sample, 𝜋�𝑖,𝑡, and the first subsample, 𝜋�𝑖,𝑡1, along with the corresponding sample 
variances, 𝑉�𝑖,𝑡 and 𝑉�𝑖,𝑡1, respectively. The unknowns concern the weights 𝛾𝑖,𝑡𝑠, which , 
according to (20), can be computed once 𝑉𝑖,𝑡2 is obtained. As a result, to perform 
inference on 𝜋𝑖,𝑡2, an estimate of the corresponding variance is required. 

In the following, the variance of the i-th fiscal multiplier in the second subsample (𝑉𝑖,𝑡2) 
is estimated through an iterative procedure based on the minimization of a specific loss 
function attributed to Stein (James and Stein 1961) 18 

𝐦𝐦𝐦𝑉𝑖,𝑡2(𝐿(𝑉�𝑖,𝑡,𝑉�𝑖,𝑡)) = 𝑉�𝑖,𝑡
𝑉�𝑖,𝑡

+ log �𝑉
�𝑖,𝑡
𝑉�𝑖,𝑡
� − 1  (24) 

The minimization process is subject to the constraint that 𝑉𝑖,𝑡2 must be positive, where 
𝑉�𝑖,𝑡 is the target value for the variance of 𝜋�𝑖,𝑡 obtained from the stochastic simulation of 
the model, 𝑉�𝑖,𝑡 is the variance estimator as denoted by equation (22).19 Once 𝑉𝑖,𝑡2 is 
                                                                        
18 In this framework, the Stein loss (also called entropy loss or Kullback-Leibler loss function) has the 
desirable property that penalizes gross underestimation as gross overestimation since, for any fixed value of 
𝑉�𝑖,𝑡, L(𝑉�𝑖,𝑡 ,𝑉�𝑖,𝑡) → ∞ as 𝑉�𝑖,𝑡 → 0 or 𝑉�𝑖,𝑡 → ∞. By contrast, the squared error loss is not appropriate for 
variance estimation because underestimation is penalized less (finite penalty) than overestimation (infinite 
penalty). For a survey on the Stein loss function, see Casella and Berger (2002), Maatta and Casella (1990), 
Kubokawa (1999); applications are in Tong and Wang (2007, 2012). 
19 It consists of a one-dimensional constrained optimization. The iterative procedure can be broadly 
outlined as follows: a) an initial guess for 𝑉𝑖,𝑡2 is supplied as the starting value, which is generally of the 
same magnitude of overall variance, and an estimate for 𝑉�1 is obtained; b) at iteration j ≥ 1, a guess for 𝑉�𝑗 is 
obtained by updating 𝐿()𝑗−1. If 𝐿()𝑗is smaller than 𝐿()𝑗−1 by at least a predetermined amount, then the 
counter j is increased and the step is repeated. Otherwise, 𝑉�𝑗−1 is taken as the estimator. The procedure is 
performed using the R package nlminb(). 
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estimated (𝑉�𝑖,𝑡2), then the weights 𝛾𝑖,𝑡𝑠 are computed (𝛾�𝑖,𝑡𝑠), and 𝜋�𝑖,𝑡2 is obtained 
through the identity (23). 

In order to apply this procedure for the estimation of 𝑉𝑖,𝑡2, equation (22) must be exactly 
identified, so that the parameter 𝜌 is set as exogenous. For the calibration of this 
parameter, we refer to the literature investigating the size of fiscal multipliers 
depending on the position of the business cycle (see also section 2). Some studies report 
the output responses to shocks to fiscal variables in both the expansionary and 
recessionary regimes over several time periods. That evidence is used to obtain 
indications of the degree of co-movement between the state-dependent multipliers. For 
Italy, Batini et al. (2012) find that the response of output following a spending 
(consolidation) shock exhibits a similar pattern both in expansion and in recession. As for 
tax multipliers, output reacts more asymmetrically in the short run, but the evolution in 
both regimes becomes more similar subsequently. As a result, the correlation between 
the fiscal multipliers over the business cycle is generally positive, being larger for the 
response of output to spending shocks, and smaller for tax shocks. Cimadomo and 
D'Agostino (2015) report a comparable result for the government spending multipliers. 

However, it should be considered that the two subsamples used in this study do not 
properly identify distinct business-cycle regimes: the first subsample spans a long time 
period (from 1970 until 2007), thus including both recessions and expansions, while the 
second basically covers the period of the Great Recession, an unprecedented downturn 
compared with other phases of the Italian business cycle. We expect that the evolution 
of the i-th fiscal multiplier, specific to an exceptional recessionary period, is only weakly 
related to its development in the period before the crisis. 

To evaluate developments in fiscal multipliers in recession compared with their 
evolution over a period that includes both peaks and troughs, we refer to Auerbach and 
Gorodichenko (2012b). They provide estimates of the impulse response functions to 
several fiscal shocks specific to the business cycles regimes for the US economy, along 
with the resulting impulse responses from a model with no regime shifts following the 
specification of Blanchard and Perotti (2002). Overall, the output response in recession 
compared with its development when not controlling for state dependence is generally 
symmetrical, although the output response is heterogeneous depending on the nature 
of the fiscal shock. The co-movement is large and positive for shocks to government 
purchases, it is milder in the case of investment spending, and close to zero or even 
slightly negative for the tax shocks. Caggiano et al. (2015) report similar results for the 
output reaction to a fiscal-news (anticipated) government spending shock.20 In the light 

                                                                        
20 As regards the development of fiscal multipliers in recessions and expansions, Auerbach and 
Gorodichenko (2012b) find that the output responses to an increase in government expenditure diverge 
over time (Figure A4 for government purchases; Figure A5 for investment spending), implying a negative 
correlation between state-dependent multipliers; the same applies, albeit to a smaller extent, for tax shocks 
(Figure A1). By contrast, using the same model, Caggiano et al. (2015) report that, after a shock to 
government purchases, output reacts symmetrically in both the expansion and recession regimes, with the 
increase in expansion being milder than in recession, and subsequently the effect vanishes and output 



44 
 

of the above evidence, the range of values for parameter 𝜌 can be restricted to take 
discrete values in the interval (0,1].  

The estimation of the multipliers for the crisis period is obtained assuming that the 
covariance between the same fiscal multiplier across the two subsamples is zero. These 
estimates represent our baseline results. As a sensitivity check we also analyze cases 
with 𝜌 ≠ 0, i.e. taking account of the heterogeneous values that this parameter may 
assume depending on the nature of the fiscal shocks; this is done in sub-section 5.4 
devoted to the robustness analysis. Setting 𝜌 = 0, expression (22) simplifies to 

𝑉𝑖,𝑡 = 𝛾𝑖,𝑡12 𝑉𝑖,𝑡1 + 𝛾𝑖,𝑡22 𝑉𝑖,𝑡2 

where the variance in each of the two subsamples, 𝑉𝑖,𝑡1 and 𝑉𝑖,𝑡2, is not restricted to be 
the same. In the presence of structural changes, assuming that the variance of fiscal 
shocks does not change over time may be unrealistic (see Cimadomo and D'Agostino 
2015; Fazzari et al. 2015), while it is likely to have increased compared with the values 
before the recent economic and sovereign debt crisis. The extent of such changes is 
differentiated depending on the nature of the fiscal instrument.21 

 

5.3 Baseline results 

The baseline multipliers are obtained from a procedure that involves two sets of fiscal 
multipliers: the full-sample multipliers and the pre-crisis multipliers. Both of them 
denote the real output responses to fiscal shocks of the same magnitude. As we 
evaluate the effects on real GDP of many different fiscal instruments, the fiscal impulses 
are normalized so that the size of the discretionary shock in each case represents a 
permanent increase in spending or a permanent decline in revenues equal to 1 percent 
of nominal GDP. Therefore, the baseline multipliers can be interpreted as the impact on 
output of normalized fiscal shocks in the crisis period. The impacts are expressed in 
percentage points. Results are reported in Table 8. 

                                                                                                                                                               
declines in both regimes (Figure 3). This different pattern is related to the fact that in the model of Caggiano 
et al. (2015), the economic system hit by the fiscal shock is allowed to switch from one state of the economy 
to another, while in Auerbach and Gorodichenko (2012b) the economy remains in the same state of the 
business cycle. That is, expansionary fiscal spending shocks are, by construction, not allowed to drive the 
economy out of a recession. This assumption provides an ‘upper bound’ for the estimates of the fiscal 
multiplier in recessions, because the effects of fiscal spending are not decreasing as the economy exits a 
recession (Caggiano et al. 2015). 
21 Cimadomo and D'Agostino (2015) state that, in presence of structural changes, assuming that the 
variance of shocks has not changed over time may be inappropriate; Fazzari et al. (2015) use a scale factor 
to allow the size of the shocks to change with the Great Moderation, but use a constant variance-covariance 
matrix. 
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Table 8 – Multipliers in the recession period – Baseline estimates (1) 

 
(1) 95% confidence intervals in square brackets. 

We find that all of the cumulative multipliers in the crisis period (2008-14) are larger 
than their pre-crisis values (1970-2007). The size of the differences between the 
multipliers in the two different periods varies depending on the nature of the fiscal 
instruments. 

On the expenditure side, the results show that the cumulative fiscal multipliers for 
government investment and government consumption spending are the largest. The 
effect on output of changes in government investment provides the most effective 
impact on output, reaching a value of 2.6 in the first year and increasing to about 3 in 
the third year. With regard to the impact of a permanent shock in government 
purchases (intermediate consumption), the 1-year output multiplier is estimated at 
greater than unity (1.3), more than twice as much as the corresponding value estimated 
for the pre-crisis period. It starts to decay after the impact, approaching a value of about 
1 in the third year. The change in social transfers to households has a considerably larger 
impact (0.6), about ten times its size in the pre-crisis period. It increases in the second 
year, becoming even larger than the second-year multiplier for government 
consumption spending. Overall, considering all the expenditure items, the spending 
multiplier in the crisis period is estimated on average at around 1 in the first year and 
1.3 in the second year. 

Also on the revenue side, fiscal multipliers in the crisis period, although lower than 
spending multipliers, increased compared with the pre-crisis period. The labor income 

Intermediate consumption

Social transfers to households

Government investment

Production grants

Households’ labor income tax

Corporate income tax

Social security contributions

Consumption tax

Regional tax on economic activities

Excise duty on energy products

0.462

0.134 0.336 0.344

0.135 0.602 0.903

[-0.140, 0.407] [0.296, 0.392]

[2.362, 2.966]

0.025 0.12

[2.561, 3.247]

[-0.723, 0.225] [0.223, 0.307]

[2.321, 3.082]

[-0.020, 0.032]

[0.063, 1.913]

0.249 1.199 0.742

2.904

-0.249 0.006 0.265

0.634 0.824 0.653

2.664 2.702

[0.593, 0.675] [-2.271, 3.578][0.518, 1.131]

[-0.034, 0.304] [0.835, 0.972]

[0.304, 0.369]

[0.595, 0.609]

0.06

[0.083, 0.188] [0.267, 0.657]

[0.224, 0.274] [0.449, 1.034]

[0.327, 0.529]

[1.094, 1.304]

[0.016, 0.035] [0.105, 0.135][0.031, 0.089]

0.136 0.428

Fiscal variables

[0.548, 0.623] [-0.095, 1.311]

[0.167, 2.017]

[1.111, 1.413]

Point estimates

1-year 2-year 3-year

1.302 1.092 0.988

0.586 1.261 0.608

[0.764, 1.840]
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tax multiplier is estimated at below 1 in the first year (0.6), but notably higher compared 
with its pre-crisis values; it increases in the second year (0.8) and then falls again 
subsequently. The impact on output of a shock to corporate income tax is particularly 
low (close to 0.1 in the three year period), although larger than the corresponding 
multipliers in the pre-crisis period. The multiplier for changes in social security 
contributions is larger (by about 1.5 times) compared with the values estimated before 
the crisis in the first and second year (0.14 and 0.43, respectively), while this difference 
narrows in the third period. The 1-year effect on output of a shock to consumption tax is 
estimated at 0.3, roughly 6 times the impact multiplier estimated in the pre-crisis 
period. The same proportion applies in the second year, when the multiplier quickly 
rises to 1.2. The fiscal multipliers for shocks to excise duties on energy products and also 
for changes in the regional tax on economic activities are estimated to be higher than to 
their pre-crisis levels. For example, the cumulative response to energy taxes reaches 
about 1 in the third year (it is about 0.1 for pre-crisis estimates). Overall, in the recession 
period, the average (cumulative) tax multiplier is around 0.3 in the first year and 0.6 in 
the second time period. 

Although uncertainty is inevitably large in this kind of estimation, it is nonetheless 
possible to show that the size of the multipliers of the crisis period (2008-2014) is in 
general significantly larger than pre-crisis estimates (1970-2007), both on the 
expenditure and revenue sides. In terms of statistical significance, the majority of 1-year 
multipliers of the crisis period are significantly different from the corresponding pre-
crisis estimates. This finding applies to all the expenditure multipliers and tax multipliers, 
while the null of no significance is accepted for the effects on GDP of changes in 
production grants and the regional tax on economic activities (Table 9). Larger 
differences compared with the pre-crisis values are found in the size of the fiscal 
multipliers on the expenditure side (similar results are in Auerbach and Gorodichenko, 
2012b; Batini et al., 2012; Baum et al., 2012). We find that the difference with the pre-
crisis values is greatest for changes in investment expenditure (2.2) and, to a smaller 
extent, intermediate consumption (0.8) and social transfers (0.5). Furthermore, as the 
period after the fiscal shock increases, the statistical significance of tax multipliers is 
generally retained, whereas some of them also gain statistical significance (such as the 
cumulative multipliers following a shock to regional taxes or excise duties on energy 
products). By contrast, some of the expenditure multipliers show a loss in significance. 
This is the case of 3-year multipliers for government spending and social transfers to 
households. 
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Table 9 – Baseline multipliers – Comparison with the fiscal multipliers in the pre-crisis 
period (1) 

 
(1) Standard errors in parenthesis. 𝜋�𝑡2 − 𝜋�𝑡1 denotes the statistical test of the difference between the 
baseline multiplier and the corresponding multiplier in the pre-crisis period. It is performed through a two 
sample t-test assuming inequality of variances and 𝜌 = 0. This statistic is distributed as Student’s t with 
degrees of freedom given by the Satterthwaite's formula. ***, **, * denote significance at 1%, 5% and 10% 
levels, respectively.  

 

5.3.1 Comparison with the literature 

Overall, our baseline results seem broadly in line with the empirical evidence prevailing 
in the recent literature. We compare our findings on the output response to fiscal policy 
shocks during a recession with some of the existing estimates for Italy (where available) 
and for other countries and economic areas. These results are reported in Table 10 (for a 
more comprehensive discussion, see among others Mineshima et al. 2014).  

As for the impact of a shock to government purchases, several authors find that, in the 
lower (recession) regime, the output multiplier increases well above 1. As for the Italian 
case, Locarno et al. (2013) present output multipliers assuming both a standard and an 
accommodative monetary policy stance during the fiscal stimulus. This latter case 
approximates a lower regime of the business cycle, where the output multiplier 

Intermediate consumption 0.780 ** 0.454 0.302

(0.225) (0.381) (0.381)
Social transfers to households 0.524 *** 0.987 *** 0.287

(0.016) (0.065) (0.288)
Government investment 2.232 *** 2.132 *** 2.342 ***

(0.130) (0.164) (0.148)
Production grants -0.253 -0.033 ** 0.202 ***

(0.194) (0.011) (0.018)
Households’ labor income tax 0.569 *** 0.524 *** 0.279

(0.018) (0.127) (1.196)
Corporate income tax 0.011 ** 0.017 0.048 ***

(0.004) (0.012) (0.007)
Social security contributions 0.048 * 0.135 ** 0.049

(0.023) (0.043) (0.084)
Consumption tax 0.209 *** 1.028 *** 0.471 ***

(0.011) (0.048) (0.125)
Regional tax on economic activities 0.128 0.286 *** 0.261 ***

(0.112) (0.014) (0.021)
Excise duty on energy products 0.128 0.567 *** 0.819 ***

(0.069) (0.003) (0.029)

2-year 3-year1-year
π�𝑡2 − π�𝑡1
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increases well above unity (for a five-year stimulus). Similar conclusions are in 
Warmedinger et al. (2015) and in Caprioli and Momigliano (2013), where the 
government consumption multiplier is greater than 2 (although it is not statistically 
significant compared with estimates for the higher regime). Kilponen et al. (2015) 
investigate how fiscal multipliers change depending on the fiscal rule (which serves to 
ensure fiscal sustainability) but not depending on the state of the business cycle. In 
response to a permanent reduction in government consumption, they find smaller 1-
year multipliers (0.5 if the fiscal instrument is the household labor income tax , 0.7 if the 
fiscal rule is a lump-sum tax). As for other countries, Auerbach and Gorodnichenko 
(2012b) conclude that in the United States, during a slowdown the 4-quarter output 
multiplier is slightly below 1 (2.1 after 20 quarters). For the European Union, Coenen et 
al. (2012) estimate the average first-year multiplier to be equal to 0.9 and the average 2-
year multiplier equal to 1.5 (assuming two years of monetary accommodation). Gechert 
et al. (2016), based on a meta-analysis of fiscal multipliers for several policy instruments 
and countries, point out that in the lower regime the impact on output of an increase in 
public expenditure is slightly below 2. 

As for the government investment multiplier in the recession regime, to our knowledge 
there are no findings concerning the Italian case. Abiad et al. (2015) use a sample of 17 
OECD economies and find that, in periods of low growth, a shock to public investment 
increases the level of output by about 1.5 percent in the first-year (3 percent in the 
medium term). Auerbach and Gorodnichenko (2012b) show that in the US the 4-quarter 
impact of investment spending is around 1.5 percent in the low regime (rising to 3.4 
percent in the medium run). A similar result is in Gechert et al. (2015). As for the 
European Union, Rannenberg et al. (2015) simulate the euro area's fiscal consolidation 
between 2011 and 2013 by employing different macro models. They find that the 8-
quarter cumulative multiplier ranges from 1.9 (NAWM) to 3.9 (QUEST III model). 
According to Coenen et al. (2012), the average 1-year instantaneous multiplier for the 
EU is equal to 1.5. 

The literature also lacks findings for social transfers for Italy. The 2-year cumulated 
multiplier found in this paper (1.3) is roughly in line with the estimates reported in 
Rannenberg et al. (2015) for the EU: the 8-quarter GDP response to an increase in 
transfers ranges from 1 (QUEST III model) to 1.4 (NAWM). Similar results for the EU are 
in Coenen et al. (2012), while Gechert et al. (2016) estimate a considerably higher 
impact multiplier in the lower-regime (2.5). All these authors point out that the size of 
the response of the economy depends on the proportion of financially constrained 
households and on how well targeted the increase in transfers is during downturns.  
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Table 10 – Survey of literature on the size of fiscal multipliers during downturns 

 
 

Fiscal shock Source
Country/ 
Economic 
area

State of the economy 
(Monetary policy stance) Fiscal multiplier

Locarno et al. 
(2013)

Italy Lower regime (constant 
monetary policy rate)

1.37 (1-year), 1.13 (2-year)

Warmedinger et al. 
(2015)

Italy Recession 1.39 (1-year), 1.55 (2-year)

Caprioli  and 
Momigliano (2013)

Italy Recession >2 (4-quarters), >2.5 (8-
quarters)

Kilponen et al. 
(2015)

Italy Average regime <1 (depending on how the 
fiscal rule is specified).

Auerbach and 
Gorodnichenko 
(2012b)

US Recession
<1 (4-quarters), 2.1 (20 
quarters)

Coenen et al. 
(2012)

EU, US Lower regime (2-year 
monetary accommodation)

0.9 (average 1-year, EU); 1.5 
(average 2-year; EU)

Gechert et al. 
(2016)

Recession <2 (on average)

Abiad et al. (2015) 17 OECD 
economies

Recession 1.5 (1-year), 3 (medium term)

Auerbach and 
Gorodnichenko 
(2012b)

US Recession
1.5 (4 quarters), 3.4 (20 
quarters)

Gechert et al. 
(2016)

Recession 2 (on average)

Rannenberg et al. 
(2015) EU

Lower regime (increased share 
of credit constrained 
households)

1.9 (8 quarters, NAWM); 3.9 (8 
quarters; QUEST III model) 

Coenen et al. 
(2012)

EU, US Lower regime (2-year 
monetary accommodation)

1.5 (average 1-year, EU); 1.6 
(average 1-year, US)

Rannenberg et al. 
(2015) EU

Lower regime (increased share 
of credit constrained 
households)

1 (8 quarters, QUEST III model), 
1.4 (8 quarters, NAWM)

Coenen et al. 
(2012)

EU, US Lower regime (2-year 
monetary accommodation)

>1 (average 1-year; EU); 

Gechert et al. 
(2016)

Recession 2.5 (1-year)

Batini et al. (2012) Italy Recession 1.6 (1-year), 1.8 (2-year)

Cimadomo and 
D'Agostino (2015)

Italy Recession 1.5 (1980-90); 0.8/0.9 (until  
late 2000s); >1 (global crisis)

Baum and Koester 
(2011)

G7 
economies

Lower regime 1 (1-year; 2% GDP shock); 1.3 (1-
year; 5% GDP shock)

Caggiano et al. 
(2015) US Recession

3.1 (4-quarters), 3.4 (4-
quarters, deep recession 
regime)

Locarno et al. 
(2013)

Italy Lower regime (constant 
monetary policy rate)

0.4 (1-year), 0.6 (2-year), 
permanent stimulus

Kilponen et al. 
(2015)

Italy Average regime 0.2 (1-year), 0.4 (2-year)

Coenen et al. 
(2012)

EU, US Lower regime (2-year 
monetary accommodation)

0.5 (average 1-year, EU), 0.2 
(average 1-year, US)

Coenen et al. 
(2012)

EU, US Lower regime (2-year 
monetary accommodation)

0.24 (average 1-year, US), 0.15 
(average 1-year, EU)

Mertens and Ravn, 
(2013)

US Average regime 0.4 (1-quarter), 0.6 (1-year)

Locarno et al. 
(2013)

Italy Lower regime (constant 
monetary policy rate)

0.16 (1-year), 0.23 (2-year) 
permanent stimulus

Coenen et al. 
(2012)

EU, US Lower regime (2-year 
monetary accommodation)

0.66 (average 1-year, EU) 0.61 
(average 1-year, US)

Rannenberg et al. 
(2015)

EU
Lower regime (increased share 
of credit constrained 
households)

0.5/0.2 (8 quarters, QUEST III 
model), 1/0.3 (8 quarters, 
NAWM)

Consumption taxes

Government purchases

Government investment

Social transfers

Government consumption 
and investment

Households' labor income 
taxes

Corporate income taxes
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When a broader definition of public expenditure is considered, our baseline estimates 
are slightly below the findings reported in the literature for Italy. Batini et al. (2012) 
evaluate the cumulative output multiplier for a shock to government expenditure 
(wages, current purchases of public goods and services and public investment) to be 
greater than 1 (in absolute value) and increasing over time during the recession period. 
Cimadomo and D'Agostino (2015) state that the macroeconomic effects of a shock to 
government spending (government consumption and investment) rose above unity 
during the global crisis (the average short-term multiplier was around 1). For the 
average of the G7 economies, Baum and Koester (2011) find that the 1-year cumulative 
multiplier to a positive spending shock in recession is 1 (when the shock represents an 
exogenous increase as large as 2 percent of GDP) or 1.3 (in the case of an exogenous 
increase as large as 5 percent of GDP). Caggiano et al. (2015) estimate (4-quarter) fiscal 
spending multipliers of more than 3 in the US during a recession. Similar results, 
considering a shock to both government consumption and investment, are obtained 
from models with some Keynesian features (Christiano et al. 2011; Eggertsson 2009; 
Woodford 2011). 

With regard to the output response for shocks to average household labor income tax, 
our baseline results seem slightly on the high side. According to Locarno et al. (2013), for 
a permanent stimulus and assuming a constant interest rate, the 1-year fiscal multiplier 
is 0.4 (lower effects are found under standard monetary policy); the 1-year effect (in 
absolute value) falls to 0.2 in Kilponen et al. (2015), with the fiscal rule specified in terms 
of lump-sum taxes. Coenen et al. (2012) find that the 1-year instantaneous output 
multiplier to cuts in household labor income tax rates is 0.2 in the US and 0.5 in the EU 
(nearly invariant to the duration of monetary accommodation). 

To our knowledge, there are no estimates for Italy of the corporate income tax 
multiplier in the recession regime, whose size seems mostly affected by country-specific 
factors (more than other tax instruments), thus increasing the heterogeneity of the 
estimates. Taking account of this, our estimates of the output response to shocks to the 
average corporate income tax are close to the findings reported in Coenen et al. (2012), 
but lower than those found in other studies (see for example Mertens and Ravn 2013). 

As for the consumption tax multiplier, Locarno et al. (2013) find that, in the case of a 
permanent stimulus, the 1-year output multiplier for Italy is about 0.2 under an 
accommodative monetary policy regime (which does not change significantly assuming a 
standard monetary policy). Kilponen et al. (2015) present similar results, although not 
specific to a state of the economy. As for the EU, the first-year output multiplier is close 
to 0.7 (Coenen et al. 2012), while the 2-year cumulative fiscal multiplier ranges from 0.5 
(QUEST III) to 1 (NAWM) (Rannenberg et al. 2015). 

For the overall tax multiplier, our findings are in line with the results provided in Batini 
et al. (2012), especially for the 1-year multiplier. Auerbach and Gorodnichenko (2012b) 
estimate the US output response to a tax shock in recession at close to 0.4 after four 
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quarters. A similar result is found in Baum and Koester (2011) for the average of the G7 
countries; it is considerably lower in Gechert et al. (2016). 

 

5.4 Sensitivity tests 

As shown, the baseline estimates provide evidence of fiscal multipliers that are 
significantly higher during the crisis compared with the pre-crisis period. This result is in 
line with the majority of the empirical literature on the state-dependent effects of fiscal 
policy. The aim of this section is to discuss the robustness of the baseline estimates. 
Several sensitivity exercises are performed. First, with regard to the specification of the 
variance, as denoted in equation (22), the parameter 𝜌 is allowed to take discrete values 
within the interval (0, 1]. Second, the fiscal multipliers in both subsamples are assumed 
to have the same population variance (𝑉𝑡1 = 𝑉𝑡2), therefore assuming that the variance 
does not change over time. Third, a different definition of the weights as reported in 
expressions (20) is used, approximating the reciprocal variance by the size of each 
subsample. 

 

5.4.1 Correlation of the fiscal multipliers across subsamples 

First of all, we allow for a variable degree of dependence of the multipliers across the 
subsamples. The correlation coefficient is calibrated to take discrete values within the 
interval (0, 1], thus accounting for a positive relation between the output response 
across the two subsamples to a given fiscal shock. As a result, the covariance of 𝜋�𝑖,𝑡1  
and 𝜋�𝑖,𝑡2 will take on values satisfying the inequality 0 ≤ 𝐶𝐶𝑣(𝜋�𝑖,𝑡1,𝜋�𝑖,𝑡2) ≤
𝛾𝑖,𝑡1𝛾𝑖,𝑡2(𝑉𝑖,𝑡1𝑉𝑖,𝑡2)1/2. The results for the 1-year output response to fiscal shocks are 
summarized in Table 11. As can be seen, the output multipliers for fiscal shocks tend to 
decrease as 𝜌 rises: the closer 𝜌 is to 1, the lower the magnitude of the impact 
multipliers. Few exceptions are represented by the output response to government 
investment shocks and to changes in consumption tax, where the size of the fiscal 
multipliers declines before increasing slightly as 𝜌 approaches 1. When 𝜌=1, the output 
response to an intermediate consumption shock falls to 0.9 (from 1.3 for 𝜌=0), to 2.2 
following a shock to government investment (including investment grants, from 2.4 for 
𝜌=0), and to 0.4 for changes in social transfers to households (from 0.6 when 𝜌=0). 
Similar findings hold for the estimates of impact multipliers following changes in taxes. 
The output response falls in the case of a labor income tax shock (to 0.4 when 𝜌=0.9, 
from 0.6) and for changes in both the regional tax on economic activities and the excise 
duty on energy products (the magnitude decreases from 0.13 to 0.08 in both cases). The 
size of the impact multiplier declines to a lesser extent when shocks to consumption tax 
(0.2 when 𝜌=0.9) and social security contributions are considered, while it is almost 
unaffected following changes in corporate income taxes. All in all, when the correlation 
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between the multipliers is accounted for, the magnitude of output responses generally 
decreases compared with the baseline estimates. But the confidence intervals overlap 
substantially with those obtained for 𝜌=0. This result suggests that the reaction of 
output to a fiscal shock is not significantly different even considering several degrees of 
correlation between the (same) fiscal multiplier across subsamples. 

It is also worth noting that the estimated impact multipliers in the crisis period are, for 
higher values of 𝜌, still larger than the corresponding pre-crisis values. As a matter of 
fact, the difference between the output responses in the two sub-periods is statistically 
significant for the majority of fiscal instruments (Table 12). When shocks to intermediate 
consumption are considered, the difference in the output multipliers is statistically 
significant only for values of 𝜌 marginally greater than zero (𝜌<0.5). The multipliers for 
changes in production grants, social security contributions, the regional tax on economic 
activities and excise duty on energy products are slightly different but statistically 
equivalent to the pre-crisis multipliers. 

Table 11 – Impact multipliers (1-year) in the crisis period for several values of the 
correlation coefficient (1) 

 
(1) 95% confidence intervals in square brackets. 

Intermediate consumption

Social transfers to households

Government investment

Production grants

Households’ labor income tax

Corporate income tax

Social security contributions

Consumption tax

Regional tax on economic activities

Excise duty on energy products 0.118 0.091 0.081

0.026

0.119 0.116

0.177 0.194

0.090 0.080
[-0.167, 0.401]

0.026
[0.016, 0.036] [0.016, 0.036]

0.130
[0.0597, 0.179]

[-0.057, 0.293] [-0.102, 0.283] [-0.121, 0.283]

[0.441, 1.827]

[0.479, 0.557]

[2.066, 2.691]

[-0.707, 0.274]

[0.519, 0.604]

[0.016, 0.036]

0.222
[0.149, 0.206] [0.173, 0.215]

0.117
[-0.222, 0.401] [-0.247, 0.407]

[0.196, 0.248]

[0.053, 0.178][0.075, 0.184]

0.026

-0.217
[-0.701, 0.376] [-0.710, 0.422]

0.562
[0.393, 0.486] [0.348, 0.446]

-0.144

0.397

-0.162

0.439

0.519
[0.363, 0.448] [0.327, 0.412]

2.379
[1.556, 2.242] [1.924, 2.403]

0.367

2.163

0.406

1.899

ρ =0.1 ρ =0.5 ρ =0.9

1.134

[-0.490, 2.433] [-1.417, 3.310]

0.9460.972
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Table 12 – Impact multipliers (1-year) in the crisis period for several values of the 
correlation coefficient – Comparison with the fiscal multipliers in the pre-
crisis period (1) 

 
(1) Standard errors in parenthesis. 𝜋�𝑡2 − 𝜋�𝑡1 denotes the statistical test of the difference between the fiscal 
multiplier in the crisis period and the corresponding multiplier in the pre-crisis period. It is performed 
through a two sample t-test assuming inequality of variances. This statistic is distributed as Student’s t with 
degrees of freedom given by the Satterthwaite's formula. The standard error of the difference accounts for 
the covariance between the multipliers when the correlation coefficient is assumed greater than zero. ***, 
**, * denote significance at 1%, 5% and 10% levels, respectively. 

 

5.4.2 Equality of variance in both subsamples (𝑉𝑡1 = 𝑉𝑡2) 

A second issue for the sensitivity analysis is to evaluate the effect on the estimates for 
the i-th multiplier 𝜋�𝑖,𝑡2 when its variance in both subsamples is assumed to follow the 
same population variance, so that 𝑉𝑖,𝑡1 = 𝑉𝑖,𝑡2, and observed differences are only due to 
sampling variability. Assuming 𝜌 = 0, the expression of the variance for the i-th full-
sample multiplier becomes 

𝑉𝑖,𝑡 = 𝑉𝑝,𝑡�𝛾𝑖,𝑡12 + 𝛾𝑖,𝑡22 �  (25) 

where 

Intermediate consumption 0.780 ** 0.612 * 0.449 0.424

(0.225) (0.289) (0.610) (0.987)
Social transfers to households 0.524 *** 0.457 *** 0.345 *** 0.306 ***

(0.016) (0.017) (0.019) (0.021)
Government investment 2.232 *** 1.946 *** 1.467 *** 1.731 ***

(0.130) (0.136) (0.156) (0.123)
Production grants -0.253 -0.221 -0.166 -0.148

(0.194) (0.201) (0.220) (0.232)
Households’ labor income tax 0.569 *** 0.496 *** 0.374 *** 0.332 ***

(0.018) (0.019) (0.021) (0.023)
Corporate income tax 0.011 ** 0.012 ** 0.012 ** 0.012 **

(0.004) (0.004) (0.004) (0.004)
Social security contributions 0.048 * 0.042 0.032 0.028

(0.023) (0.024) (0.027) (0.030)
Consumption tax 0.209 *** 0.182 *** 0.137 *** 0.154 ***

(0.011) (0.011) (0.013) (0.011)
Regional tax on economic activities 0.128 0.112 0.084 0.075

(0.112) (0.116) (0.128) (0.135)
Excise duty on energy products 0.128 0.112 0.084 0.075

(0.069) (0.072) (0.079) (0.083)

ρ =0.5 ρ =0.9ρ =0 ρ =0.1
π�t2 − π�t1
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𝑉𝑝,𝑡 =
(𝑛1 − 1)𝑉�𝑖,𝑡1 + (𝑛2 − 1)𝑉�𝑖,𝑡2

𝑛1+𝑛2 − 2
 

is the pooled variance, which is a weighted average of the estimated variances in both 
subsamples, where the weights are ratios of the degrees of freedom. The reliability of 
this approach, although common in most parametric data analysis techniques, depends 
on the admissibility of the assumption of equal population variance. If this hypothesis is 
verified by the data, then the pooled variance provides the most accurate estimates of 
population variance.  

In this framework, the estimation of the unobserved variance for the second subsample 
is obtained by substituting expression (25) for the definition of 𝑉�𝑖,𝑡 in the loss function to 
be minimized, as defined in (24). The assumption of equal population variance for the i-
th multiplier and of no correlation of the output responses across subsamples implies 
that 𝑉𝑖,𝑡2 is closer to the population variance. Indeed, the sample variances for the 
second subsample are estimated to be lower than the corresponding sample statistics 
obtained under the assumption of separate variance (the baseline case). This implies 
that the weights for the period 𝑡2 are larger than those computed in the baseline 
exercise. In terms of (23), the estimated fiscal multipliers for the second period (referred 
as pooled multipliers, hereafter) are expected to be lower than the corresponding 
baseline estimates, 𝜋�𝑡2,𝑝𝑝𝑝𝑙𝑝𝑝 < 𝜋�𝑡2. This is confirmed by the results presented in Table 
13 (column a). The most substantial reductions concern, among the estimates that are 
significantly different from zero, the output multipliers associated with changes in social 
transfers, investment expenditure, household labor income tax and consumption tax. 

When we turn to a statistical difference, the results reported in Table 13 (column a) 
suggest that the pooled multipliers are statistically equivalent to the baseline 
multipliers, as the confidence intervals overlap for the majority of fiscal multipliers. 
Exceptions include the output responses for changes in household transfers, 
government investment, household labor income tax and consumption tax, which are 
significantly lower than the baseline estimates. But when the comparison is performed 
against the pre-crisis multipliers (Table 14, column a), the pooled estimates for the crisis 
period are significantly larger for most of the fiscal variable shocks: the null of no 
significant difference is accepted for changes in production grants, social security 
contributions, the regional tax on economic activities and excise duties on energy. 
Therefore, the baseline estimates can be considered to be bounded from below by the 
set of pooled multipliers. 
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Table 13 – Fiscal multipliers in the crisis period (1-year): pooled estimates and 
combined estimates (1) 

 
(1) 95% confidence intervals in square brackets. 

Pooled estimates Combined estimates

(a ) (b )

Intermediate consumption 0.929 2.716

[0.533, 1.325] [2.468, 2.964]
Social transfers to households 0.181 0.822

[0.095, 0.268] [0.535, 1.111]
Government investment 0.968 3.672

[0.488, 1.448] [2.776, 4.567]
Production grants -0.054 -0.363

[-1.168, 1.060] [-0.656, -0.071]
Households’ labor income tax 0.198 0.891

[0.119, 0.276] [0.605, 1.178]
Corporate income tax 0.021 0.056

[0.012, 0.030] [0.027, 0.086]
Social security contributions 0.099 0.158

[-0.058, 0.255] [0.065, 0.250]
Consumption tax 0.090 0.343

[0.049, 0.131] [0.253, 0.433]
Regional tax on economic activities 0.035 0.191

[-0.608, 0.678] [0.098, 0.284]
Excise duty on energy products 0.035 0.192

[-2.532, 2.602] [0.100, 0.284]

π�t2,p π�t2,c
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Table 14 – Fiscal multipliers in the crisis period (1-year): pooled estimates and 
combined estimates – Comparison with the fiscal multipliers in the pre-
crisis period (1) 

 
(1) Standard errors in parenthesis. 𝜋�𝑡2 − 𝜋�𝑡1 denotes the statistical test of the difference between the fiscal 
multiplier in the crisis period and the corresponding multiplier in the pre-crisis period. It is performed 
through an independent two sample t-test assuming equality of variances. ***, **, * denote significance at 
1%, 5% and 10% levels, respectively. 

 

5.4.3 Weighting by sample size 

Where each subsample is expected to provide original information on the population 
mean that is not contained in the other, the sample mean in the two subgroups of data 
should differ substantially. The pooled estimates should be different, and likely lower, 
than the values obtained by first combining all the values together and then calculating 
the overall mean and variance. To see this, let us consider the subsamples {𝑥𝑡1}𝑡1=1

𝑛1  and 
{𝑥𝑡2}𝑡2=𝑛1+1

𝑛1+𝑛2 , (𝑛1 ≠ 𝑛2), and assume that the observations in each sample follow the 
same population variance. If we combine all of the data into a unique sample of size 
𝑛1 + 𝑛2, this is equivalent to a collection of sample means with weights 𝑛1 and 𝑛2, 

Intermediate consumption 0.407 *** 2.193 ***

(0.126) (0.116)
Social transfers to households 0.120 *** 0.761 ***

(0.019) (0.049)
Government investment 0.535 *** 3.239 ***

(0.127) (0.179)
Production grants -0.058 -0.367 ***

(0.185) (0.049)
Households’ labor income tax 0.132 *** 0.826 ***

(0.019) (0.049)
Corporate income tax 0.007 *** 0.042

(0.002) (0.005)
Social security contributions 0.011 0.070 ***

(0.031) (0.023)
Consumption tax 0.050 *** 0.303 ***

(0.011) (0.017)
Regional tax on economic activities 0.029 0.186 ***

(0.107) (0.016)
Excise duty on energy products 0.029 0.186 ***

(0.426) (0.015)

Combined estimates

(b )

Pooled estimates

(a )

π�t2,p − π�t1 π�t2,c − π�t1



57 
 

respectively. In the more general case of m subsamples (s=1,…,m), the definition (21) of 
the weighted average with minimum variance becomes 

∑ 𝑛𝑠𝑚
𝑠=1 𝜋�𝑖,𝑡𝑠
∑ 𝑛𝑠𝑠

 

which is the weighted mean of m samples. As a further sensitivity analysis, we consider 
the application of this estimator, where the weights that minimize the variance are 
defined in terms of the sample sizes (referred to as the combined estimator, hereafter; 
see Hunter and Schmidt, 2004). Several studies have investigated the statistical 
performance of this weighting strategy compared with weighting in terms of the inverse 
variance (Hedges and Olkin 1985). Weighting by the inverse variance yields more 
accurate results, as the optimal weight is the inverse variance of each sample estimate. 
But, in the empirical applications, the population variance is usually unknown and must 
be estimated from the empirical data. Thus, the weights 𝜔𝑖,𝑡𝑠 are likely affected by 
sampling error and the estimator is no longer optimal, although it is unbiased (Keller and 
Holkin, 2004), yielding estimates that are less accurate with respect to the optimal 
estimator. Weighting by the sample size is, therefore, a reasonable alternative, as it 
closely approximates the inverse variance, and being less affected by sampling error, is 
fairly unbiased (Sanchez-Meca and Marin-Martinez 1998, 2010; Schmidt et al. 2009). 

The empirical findings, reported in Table 13 (column b), show that the combined 
estimator yields larger impact multipliers compared with the baseline estimates. In 
terms of statistical significance, the combined estimates of the expenditure multipliers 
are significantly larger than the baseline multipliers, since the confidence intervals do 
not overlap (as in the case of intermediate consumption and government investment) or 
the overlap is only partial (social transfers). Conversely, all of the tax multipliers (with 
the exception of the output response to a labor income tax shock) are not statistically 
different from the corresponding baseline estimates, as the confidence intervals for the 
combined multipliers overlap with those of the baseline estimates. Furthermore, the 
statistical comparison with the pre-crisis multipliers (Table 14, column b) shows that the 
combined estimates are significantly different (and larger) for all of the fiscal variable 
shocks (except for corporate income tax). These results suggest that the 1-year baseline 
multipliers may be assumed to be bounded from above by the corresponding combined 
estimates. 

All in all, we interpret the reported magnitudes of the multipliers to the several 
sensitivity checks as possible lower and upper bounds rather than as standard values. 
First, the pooled estimates are obtained under the assumption of common population 
variance (other than the mean) in both subsamples. But this hypothesis may only be 
weakly reliable, because the intensity and length of the downturn observed during the 
crisis were uncommon compared with previous recessions. Second, when the weighting 
is performed in terms of the sample size, the advantage is that the multipliers are 
obtained using an estimator that is theoretically unbiased, although they are on the 



58 
 

upper side of the admissible results for the expenditure multipliers. As a possible 
motivation, weighting by sample size implies constant weights across the fiscal shocks, 
and so an assumption of homogeneous variance for all fiscal multipliers, although it 
seems more reasonable to assume that the fiscal policy instruments were affected 
differently during the crisis period, so that the variance of the shocks is heterogeneous 
across the fiscal variables. As a consequence, using constant weights could lead to 
output responses that are unreliable for changes in specific exogenous fiscal variables. 
We deem that more realistic estimates will fall between the extremes of the above 
sensitivity analysis, so we select the baseline multipliers as the reference estimates for 
the fiscal multipliers in the crisis period. 

In Section 6 below we make use of these baseline estimates of the fiscal multipliers for 
the crisis period to evaluate to what extent their adoption, in substitution of the 
standard multipliers of the MeMo-It macroeconomic model, allows us to reduce the 
prediction error for the Italian GDP growth rate in the crisis period. Indeed, this 
traditional macroeconomic model, as well as almost all the other forecasting models for 
the Italian economy, significantly underestimated the extent of GDP contraction 
following the fiscal consolidation plan implemented in Italy at the end of 2011. 

 

6 An application: impact of the fiscal consolidation plan of July-December 2011 

The aim of this section is to evaluate the extent to which the use of multipliers specific 
to the crisis period reduces the forecast errors for the Italian GDP growth rate in the 
post-2011 recession, following the euro-area debt crisis and the fiscal consolidation 
adopted by the Italian government. The assessment is carried out in the form of a 
predictive validation exercise (see Draper et al., 1993). In the retrospective form of 
predictive validation, outcomes that have already been observed are predicted again 
using the baseline multipliers estimated in Section 5. Then, the observed outcomes are 
compared with their predictions.  

In our framework, the observed outcome is represented by the official GDP growth rate 
for the years from 2012 to 2014, as reported in the Istat press release of March 2017. 
For the projection of GDP developments in the post-2011 recession, we refer to the Istat 
forecast exercise covering the period 2012-2013, as published in the economic outlook 
of May 2012.22 This is the benchmark forecast: it allows us to estimate the growth 
forecast errors and, then, to assess the reduction in the prediction error once the 
baseline multipliers are used.  

The Istat forecast exercise is taken into account for two main reasons. First, the Istat 
projection of May 2012 was carried out using MeMo-It macro-econometric model, 
which is currently used to perform the macroeconomic forecast of the Italian economy 

                                                                        
22 http://www4.istat.it/en/archive/economic+outlook/page/2. 

http://www4.istat.it/en/archive/economic+outlook/page/2
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two times a year. The fiscal multipliers underlying the Istat GDP projections, reported in 
Bacchini et al. (2013, 2015), are obtained from the estimates of structural parameters of 
the MeMo-It model over the 1970-2011 period.23 Second, the Istat forecast for the years 
2012-2013 is inclusive of the effects of the “Berlusconi-Monti manovra” (described in 
the Box 1), i.e. the consolidation measures adopted by the Italian governments in the 
second half of 2011 in reaction to the consequences of the sovereign debt crisis. 

As for the timespan considered, we analyze developments in the 3-year period following 
the plan adoption. However, the Istat projection only covers the years 2012-2103, so 
that we have to extend the model-based outlook by one additional year. Specifically, we 
proceed by replicating the Istat forecast outturn as of May 2012 (using the version of the 
MeMo-It model provided by Istat in 2015). This is done by incorporating: a) the 
published Istat assumptions on the evolution of the international exogenous variables 
for the period 2012-2013 and, b) the policy measures of the “Berlusconi-Monti” fiscal 
consolidation plan, including the information concerning how the discretionary fiscal 
policy measures are specified in the Istat model. The extension of the forecast by an 
additional year to 2014 is implemented by taking account of the forecast of the 
exogenous variables available at the time the Istat exercise was carried out (April-May 
2012), as well as of the specification of the planned budgetary measures for 2014. 

Before examining the exercise, it has to be noted that large and persistent forecast 
errors were common among practically all the forecasters in the estimates they made 
for the Italian economy in the aftermath of the sovereign debt crisis and the 
consolidation plan. Essentially, the forecast errors underlying the Istat economic outlook 
of May 2012, which are the focus of this section, were not an exception. In fact, to 
understate the extent of GDP contraction was rather the rule, being largely in line with 
the prediction errors made by almost all the forecast exercises carried out at that time 
(see Box 2 for more on this). 

  

                                                                        
23 The fiscal multipliers are obtained from the version of the MeMo-It model provided by Istat in 2015. It is 
substantially similar to the model used by Istat to perform the forecasting exercise of May 2012. The 
estimated fiscal multipliers, although slightly different, are consistent with the figures reported in Bacchini 
et al. (2013, 2015). 
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Box 1 – The 2011 fiscal consolidation plan 

The fiscal consolidation plan for 2012-2014 took shape in the second half of 2011 through three 
subsequent sets of measures that gradually increased the size of the adjustment as the contagion 
of the sovereign-debt crisis progressively involved the Italian economy. The Berlusconi 
government adopted the first two sets of measures in the summer of 2011 (July and August), 
while the third was decided in December by the Monti government (so called “Salvaitalia” 
decree). Overall, the fiscal consolidation plan amounted to a cut in the budget deficit, with 
respect to the unchanged policy scenario, of €81 billion in 2014, corresponding to a fiscal 
adjustment of 4.8 percent of nominal GDP (Table B1.1). 

Table B1.1 – The 2011 overall fiscal consolidation plan (1) 
  (in millions of euros, unless stated otherwise) 

 
(1) Difference with respect to the unchanged policy scenario. 

The bulk of the consolidation measures were concentrated in 2012, reducing the budget deficit 
with respect to the trend scenario by a little less than €50 billion, an amount as large as 3 percent 
of GDP. An additional correction was planned for 2013, with a further cut in the deficit of €28 
billion, corresponding to 1.6 percent of GDP, while only a marginal additional adjustment 
concerned 2014, with a further reduction in the deficit of about €5 billion (0.2 percent of GDP). 
As for the contribution of the different tranches of measures to the adjustment plan, the Monti 

2011 2012 2013 2014

Expenditures
Compensation of employees 0 0 -70 -1,440
Intermediate consumption -896 -6,814 -10,602 -12,157
Production grants 352 4,481 1,531 1,431
Social transfers 53 -3,243 -8,454 -10,501
Other current expenditures 0 -2,022 -3,251 -3,301
Government investments -280 -2,619 -2,177 -1,657
Capital transfers 534 1,543 -297 -157
Total expenditures -237 -8,674 -23,250 -26,342

Revenues
Direct taxes
Households’ labor income tax (IRPEF) -129 2,291 10,258 10,023
Corporate income tax (IRES) 544 1,401 1,335 -132
Regional tax on econ. activities (IRAP) 0 863 -504 803
Other personal taxes 23 66 66 66
Other taxes on corporate revenue 74 94 997 1,983
Taxes on financial revenues 0 1,421 1,534 1,915
IMU and rents revaluation 0 10,660 10,930 11,330

Indirect taxes
Excise duty on energy products 0 8,153 8,397 9,161
VAT and other indirect taxes 2,086 12,632 16,832 17,940

Social security contributions -3 1,066 1,471 1,886
Other current revenues 13 138 -460 -881
Capital taxes 0 1,461 1,987 559
Total revenues 2,609 40,244 52,841 54,652

Net borrowing 2,846 48,918 76,091 80,994

  % of GDP 0.2 3.0 4.6 4.8
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decree of December 2011 essentially frontloaded the fiscal consolidation process with respect to 
the decrees of the Berlusconi government. Indeed, the “Salvaitalia” decree significantly increased 
the reduction of the 2012 deficit, adding an extra adjustment of about €20 billion and increasing 
the deficit cut in that year from 1.8 to 3 percent of GDP.  

Table B1.1 shows the composition of the overall fiscal consolidation plan adopted in 2011. The 
adjustment mainly centered on the revenue side in 2012 (when more than 80 percent of the 
adjustment was due to revenue increases), while in 2013 it partially shifted towards the 
expenditure side (about 55 percent of the deficit squeeze in that year was due to spending cuts). 
Indirect taxes mostly contributed to the revenue increase in 2012, while direct taxes sustained 
the revenue increase in the following years. As for expenditures, larger cuts were planned 
throughout the 3-year period for intermediate consumption and payments for social transfers. 
Measures aiming at cutting public investment, together with those concerning the reduction of 
the other current expenditures, were concentrated in 2012. 

In our exercise we seek to assess the reduction in the growth forecast errors when, 
leaving all other things equal, two factors are taken into account: the actual observed 
path of the exogenous variables and the fiscal multipliers for the crisis period that we 
estimated in Section 5 (baseline multipliers). As for the first factor, empirical findings 
show that the revision of the expected path of the exogenous variables concerning the 
international environment explains a considerable share of the forecast errors. For the 
Italian case, Busetti and Cova (2013) perform a counterfactual analysis and find that the 
effects of deterioration in the international scenario deducted almost 2 percentage 
points of GDP growth in the period 2012-2013. Felici et al. (2017) conduct a similar study 
and conclude that the sizeable forecast errors primarily reflect the ex-ante assumptions 
about developments in the exogenous variables over the post-2007 period. Regarding 
the second issue, Blanchard and Leigh (2013) demonstrated the key role of the 
underestimation of fiscal multipliers early in the crisis in causing large forecast errors. 

In what follows, we implement an approach to incorporate output multipliers in 
macroeconomic projections that is widely used in applied macroeconomics for its ease 
of implementation (Batini et al. 2014b). Once the set of estimated fiscal multipliers is 
selected, and the fiscal shocks are estimated, the macroeconomic effects of the fiscal 
measures, as well as the lagged effects of past measures, are obtained by applying the 
fiscal multipliers to the planned discretionary fiscal measures. For a 3-year period, the 
cumulated effect of a specific fiscal shock in t3 can be obtained as follows, 

𝐶𝑢𝑚𝑢𝐶𝑚𝑡𝐶𝐶 𝐶𝑒𝑒𝐶𝑐𝑡 = 𝜋�1 ∑ 𝐹𝑆�𝑡𝑖
3
𝑖=1 + (𝜋�2 − 𝜋�1)∑ 𝐹𝑆�𝑡(𝑖−1)

3
𝑖=2 + (𝜋�3 − 𝜋�2)𝐹𝑆�𝑡1  (26) 

where 𝜋� denotes the estimate of the cumulated fiscal multiplier, 𝐹𝑆�  is the discretionary 
change in the corresponding fiscal measure, ti (i=1, 2, 3) represents the time of the fiscal 
shock so that, for i=1 ,𝜋�1 is the 1-year impact multiplier, 𝐹𝑆�𝑡1 is the fiscal shock 
occurring in t1 for the first time, and 𝜋�1𝐹𝑆�𝑡1 is the first-year estimated output response 
to that fiscal shock. The expression for the cumulated effect of changes in a policy 
measure accounts for the overlapping effects of the past fiscal shocks due to the 
persistence multiplier effects.  
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Box 2 – The growth forecasts of the Italian economy after the fiscal consolidation 
plan 

The growth forecasts for the Italian economy elaborated by different institutions after the 
emergence of the sovereign debt crisis and the subsequent adoption of the fiscal consolidation 
plan were characterized by multiple overestimation errors. Table B2.1 shows the GDP forecasts 
for the period 2012-2014 estimated by a panel of institutes during the 7 months following the 
adoption of the plan (the median values and the upper-lower bounds of these forecasts are also 
shown). Forecasts are grouped by the period in which they were produced, distinguishing three 
different phases: Winter (December 2011-January 2012), Spring (March-May 2012), Summer 
(June-July 2012). The table also shows GDP outturns as reported in the subsequent Istat releases 
(the March releases are considered). 

Forecast errors were quite large. Even considering the huge uncertainty measured by the 
dispersion of the estimates (the distance between the minimum and maximum values of the 
forecast is ample, particularly for 2012 and 2013), the failure in predicting the depth and length 
of the recession was generally widespread across the forecasters. For 2012, GDP overestimation 
was significant in the winter and spring forecasts. The summer forecasts were a bit closer to the 
Istat preliminary figures for actual performance. The latter however would later be revised in 
subsequent Istat releases (showing a more severe recession), on the basis of new and more 
complete information. For 2013 and 2014, forecasting errors were even more persistent. In the 
2012 summer estimates, forecasters (even the most pessimistic) still predicted that the recession 
would gradually dissipate during 2013 and a recovery would materialize in 2014. 

Table B2.1 – GDP growth forecasts and outturns for the period 2012-2014 
  (percent change) 

 
(1) Forecasters considered are Ministry of Treasury (December 2011 and April 2012), Bank of Italy (January and July 
2012), Istat (April 2012), Ref (January, April and July 2012), Prometeia (January, April and July 2012), CER (March and July 
2012), Confindustria (December 2011 and June 2012), IMF (January, April and July 2012), OECD (May 2012), EC (April 
2012). 

The overall impact of fiscal shocks in year t2 consists of two effects: the 1-year impact of 
the fiscal shock occurring in the second year, 𝜋�1𝐹𝑆�𝑡2, and the 2-year impact pertaining 
to the change in the policy measure taking place in the first-year, (𝜋�2 − 𝜋�1)𝐹𝑆�𝑡1; the 
difference between cumulated output multipliers (𝜋�2 − 𝜋�1)  provides the 2-year impact 
multiplier (needed to compute the second-year output response to the fiscal shock 
occurring in the previous period). As a result, for i=3, the cumulated effect on real 

2012 2013 2014

Winter forecasts: December 2011-January 2012 -1.6 
(-2.2; -0.4)

0.1 
(-0.6; 0.6)

1.3 
(1.0; 1.5)

Spring forecasts: March-May 2012 -1.5 
(-1.9;-1.2)

0.3 
(-0.4; 0.5)

1.0 
(0.5; 1.2)

Summer forecasts: June-July 2012
-2.0 

(-2.4;-1.9)
-0.3 

(-0.4; 0.1)
1.0 

(0.9; 1.1)

Istat, National accounts release March 2013 -2.4
Istat, National accounts release March 2014 -2.4 -1.9
Istat, National accounts release March 2015 -2.8 -1.7 -0.4
Istat, National accounts release March 2016 -2.8 -1.7 -0.3

Istat, National accounts release March 2017 -2.8 -1.7 0.1

GDP forecasts, median values; 
min-max values in parenthesis (1)

GDP outturns in subsequent Istat releases
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output in t3 is inclusive of the impact of the simultaneous fiscal shock, 𝜋�1𝐹𝑆�𝑡3, and of the 
lagged effects of the measures adopted in the previous years, (𝜋�2 − 𝜋�1)𝐹𝑆�𝑡2 and 
(𝜋�3 − 𝜋�2)𝐹𝑆�𝑡1. 

The above scheme represents the reference framework for the estimation of the impact 
of discretionary changes in fiscal measures on the GDP growth rate. Two sets of fiscal 
multipliers are used: the first refers to the multiplier estimates consistent with Istat GDP 
projection (Tab. 1); the second concerns the fiscal multipliers specific to the crisis period 
(baseline multipliers, Tab. 8). The fiscal shocks are evaluated on the basis of the 
estimates of the fiscal policy measures reported in the budget documents and described 
in Box 1. 

The same framework is also used to evaluate the impact on GDP growth rate of the 
revised path of the global exogenous variables. This is performed by replacing 𝐹𝑆�  with 
the deviation between the actual and the expected path of a given exogenous variable, 
where 𝜋�𝑖 (i=1, 2, 3) is the corresponding cumulated multiplier implicit in the Istat 
forecast. For each year of the forecast horizon, the estimated effect represents the 
variation in the growth forecast errors attributable to changes in the development of 
the exogenous variables. When this is added to the Istat GDP forecast of May 2012, all 
other things being equal, the output projection is adjusted for the discrepancies 
between the actual and the expected path of the exogenous variables. 

In order to identify the contribution to the growth forecast errors of the 
underestimation of fiscal multipliers, a GDP projection under the assumption of a “no-
policy change” scenario is needed (baseline GDP). It represents, all things being equal, 
the output developments that would have been observed if the policy measures had not 
been adopted. For each year of the forecast horizon, the baseline GDP growth rate is 
estimated by subtracting the effect of the discretionary policy measures, based on Istat 
model multipliers, from the GDP growth revised in accordance with the actual path of 
exogenous variables. The simulation then adds the effects of the planned discretionary 
fiscal measures, evaluated in terms of the multipliers for the crisis period, to come up 
with a GDP projection that is inclusive of the growth impact of the fiscal measures 
specific to the recession period. The comparison with the GDP forecast adjusted with 
the actual path of the exogenous variables provides an estimate of the change in the 
growth forecast errors attributable to the larger size of fiscal multipliers. Results are 
reported in Table 15. 
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Table 15 – Growth forecast errors based on the estimated multipliers in the crisis 
period 

  (y-o-y % changes; percentage points) 

 
(1) Istat economic outlook concerns the period 2012-2013. In 2014, GDP was projected to grow by 0.6 
percent based on the MeMo-It model used by the PBO. 

The first row of Table 15 reports the official GDP growth rate for the years from 2012 to 
2014 (released on March 2017 and not subject to further revisions): Italian GDP declined 
by 2.8 percent in 2012 and by 1.7 percent in 2013 before increasing slightly in 2014 (0.1 
percent). According to the Istat economic outlook of May 2012, Italian GDP was 
projected to decline by 1.5 percent in 2012 and to increase by 0.6 percent in 2013. 
According to our extension of the Istat macroeconomic projection by one additional year 
to 2014 (considering both the forecast of the exogenous variables for 2014 available at 
the time the Istat economic outlook was produced and the whole plan of fiscal 
measures), output for 2014 was projected to increase at almost the same rate as 2013 
(0.6 percent).24 The growth forecast errors are computed as the difference between the 
actual and the expected GDP performance (Table 15, (b-a)). This difference indicates 
that, in the 2012-2013 period, the recession was considerably deeper than envisaged by 
Istat: the fall in real output was underestimated by about 1.4 percentage points in 2012 
and by 2.3 percentage points in 2013.25 As for 2014, the prediction developed by using 
the MeMo-It model outpaces actual growth by 0.5 percentage points. 

                                                                        
24 This development is not so far from Istat GDP forecast for 2014 (first released on May 2013), which had 
anticipated growth of 0.7 percent. 
25 This is a common feature of the forecasting exercises performed by other institutions early in 2012. For 
example, consider European Commission, Spring Forecast 2012, 
http://ec.europa.eu/economy_finance/publications/european_economy/2012/ee1upd_en.htm;  
OECD Annual Projections, Economic Outlook No. 91 - June 2012, 
https://stats.oecd.org/Index.aspx?DataSetCode=EO91_LTB#; IMF, WEO April 2012, 

2012 2013 2014

GDP outturn (released in March 2017) (a ) -2.8 -1.7 0.1
Istat GDP forecast (b )

-  press-release of May 2012 (1)
Growth forecast errors (b - a) 1.4 2.3 0.5
GDP forecast (c )

-  actual path of exogenous variables 
Forecast error (c - a) 1.3 1.6 0.1
GDP forecast (d )

-  actual path of exogenous variables 
-  baseline multipliers for the impact of fiscal shocks 

Forecast error (d - a) -0.1 0.0 0.2

Decomposition of growth forecast errors
Growth forecast errors (b - a) 1.4 2.3 0.5

-  forecast errors due to exogenous variables 0.1 0.7 0.4
-  forecast errors due to fiscal multipliers 1.4 1.6 -0.1

-  forecast errors due to other factors -0.1 0.0 0.2

-3.0 -1.7 0.3

-1.5 0.6 0.6

-1.6 -0.1 0.2

http://ec.europa.eu/economy_finance/publications/european_economy/2012/ee1upd_en.htm
https://stats.oecd.org/Index.aspx?DataSetCode=EO91_LTB
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As for the sources of the growth forecast errors, the simulation exercise shows that the 
global exogenous variables explain a minor fraction of the prediction errors, particularly 
in 2012 and 2013. The set of exogenous variables taken into account includes world 
trade, the nominal US dollar/euro exchange rate, the oil price and the nominal three-
month interest rate. The most important differences between the actual path of the 
exogenous variables in 2012-2014 and their expected path underlying the Istat forecast 
regard world trade, which was overestimated by about 3 percentage points in 2013. The 
nominal short-term interest rate was assumed to be unchanged over the forecast 
horizon, whereas it actually declined to close to the zero lower bound as a result of the 
ECB’s accommodative monetary policy. Minor discrepancies concern the US dollar/euro 
exchange rate, which is assumed constant over the forecast period (the observed 
exchange rate fell slightly in 2012 and rose in 2013), and the oil price (which was 
projected to decline in 2013 but at a more moderate pace compared with the actual 
outturn). As for 2014, we adopt assumptions for the exogenous variables in line with the 
forecasts available at the time: the US dollar/euro exchange rate and the short-term 
interest rate remain stationary; world trade growth declines by 1 percentage point 
compared with 2013, and the oil price declines to below 110 dollars per barrel. Overall, 
the expected path of the exogenous variables is more supportive of GDP growth 
compared with their observed development. When the actual path of the exogenous 
variables is taken into account, the forecast based on the Istat model is revised 
downwards: compared with the Istat press release, real GDP declines by 1.6 percent in 
2012, becomes negative in 2013 (-0.1 percent) and increases slightly in 2014 (0.2 
percent).26 The contribution of the exogenous variables to the overall prediction error 
(see Table 15 (c-a), and the lower part of the table on the decomposition of the growth 
forecast error) is small in 2012 (0.1 percentage points, i.e. 7 percent of the total error) 
and in 2013 (0.7 percentage points, or 30 percent of the total error), but increases, 
considering our assumptions about the path of exogenous variables, in 2014 (0.4 
percentage points, about 90 percent of the entire forecast error).  

A more substantial revision of growth forecast errors is obtained when the effects of the 
fiscal consolidation plans are evaluated on the grounds of the multipliers specific to the 
crisis period (baseline multipliers). On the basis of expression (26), the fiscal measures 
are estimated to bring about a reduction of real GDP growth rate of 1.9 percentage 
points in 2012 and 2.3 percentage points in 2013, while the estimated effect is 
considerably lower in 2014 (0.3 percentage points).27 The net effect of the above 
estimates yields a significant decrease in real GDP developments, with a GDP 
contraction of 3.0 percent in 2012 and 1.7 percent in 2013; the change is slightly positive 

                                                                                                                                                               
https://www.imf.org/external/pubs/ft/weo/2012/01/weodata/index.aspx. 
26 As for the Istat assumptions, the exogenous variables contributed 1 percentage point to GDP growth in 
2012, 1.7 percentage points in 2013 and 1.6 percentage points in 2014. As for their actual path, the 
contribution is similar in 2012 (0.9 percentage points), notably lower in 2013 (1.1 percentage points) and in 
2014 (1.2 percentage points). 
27 These effects compare with the much lower impact of the fiscal consolidation plan when the assessment 
of the same policy measures is conducted on the basis of the fiscal multipliers underlying the Istat 
prediction: 0.5 percentage points in 2012, 0.7 in 2013 and 0.4 in 2014. 

https://www.imf.org/external/pubs/ft/weo/2012/01/weodata/index.aspx
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in 2014 (Table 15, (d)). The growth forecast errors accounted for by the underestimation 
of fiscal multipliers are estimated at 1.4 percentage points in 2012 (explaining almost 
the entire forecast error) and 1.6 percentage points in 2013 (70 percent of the total 
error). For 2014, the role of fiscal multipliers is almost negligible because, as reported 
above, the forecast errors are primarily related to the assumptions about the exogenous 
variables.28 

Overall, the former results suggest that the downturn, following the sovereign debt 
crisis, can be predominantly associated with the short-run effects of the fiscal 
consolidation plan adopted in the second half of 2011, when properly taking account of 
crisis-specific multipliers. This evidence is substantially in line with that of Felici et al. 
(2017), who show that the severe post-2011 fiscal consolidation explains a large fraction 
of the actual fall of GDP. It differs partly from the evidence of Busetti and Cova (2013), 
who estimate that the internal factors explain about two-thirds of the decline in Italian 
GDP but do not give strong support to the view of the larger output responses to fiscal 
shocks in the severe economic conditions prevailing in Italy at the time.  

Finally, as a further robustness check, we assess whether the above findings might 
reflect difficulties in accurately measuring output multipliers. The multipliers specific to 
the crisis period, used to perform the above exercise (baseline multipliers), are 
estimated under the assumption of no correlation across subsamples of the output 
responses to the same fiscal shocks. The sensitivity analysis carried out in Section 5 
concludes that the output responses to fiscal shocks are not significantly different from 
the baseline multipliers even considering several degrees of correlation. In addition, for 
values of 𝜌 close to 1, the multipliers in the recession period are statistically different 
from the pre-crisis multipliers for the majority of fiscal instruments. In order to account 
for the uncertainty surrounding multiplier estimates, the simulation of the effects of the 
consolidation plan is replicated taking into account the estimates of fiscal multipliers for 
values of the correlation coefficient greater than zero. As 𝜌 is restricted to values in the 
interval [0.1, 0.2,...,1], ten different sets of fiscal multipliers are used, so to obtain a 
range of macro-fiscal projections, GDP growth rates and growth forecast errors. 

The main finding is that, as 𝜌 increases, the magnitude of the macroeconomic effects of 
the fiscal measures declines compared with the estimates obtained with the baseline 
multipliers. The estimated impact of policy measures gives rise to a GDP fall of 1.2 
percentage points in 2012 (𝜌=0.1), which decreases to 0.8 percentage points (for 𝜌=0.9). 

                                                                        
28 The other factors, which are close to zero, represent the unexplained part of the decomposition. This 
component is mainly attributable to the following factors: i) the estimated full-sample multipliers could be 
slight different compared with the output responses to fiscal shocks implicit in the Istat forecast; ii) some 
exogenous variables are not explicitly referred to in the Istat economic outlook and are not adjusted to their 
actual values. This is the case of the variables pertaining to the international environment (world 
manufacturing export prices) as well as the indicators of uncertainty and household confidence; iii) it has 
been assumed that the fiscal measures underlying the Istat forecast were considered at their "face value", 
although their size could have been revised by Istat's researchers before the forecasting exercise. 
Furthermore, some deviations between the public finance plans considered in this study and those used by 
Istat are possible.  



67 
 

The size of fiscal effects is also revised downwards in 2013, and ranges from 1.6 (𝜌=0.1) 
to 1.3 percentage points (𝜌=0.9). The impact of policy measures also changes in 2014, 
although at a smaller extent (from -0.1 to 0.1). Therefore, the fraction of growth 
forecast errors explained by the fiscal multipliers decreases as the correlation increases. 
The unexplained part of the growth forecast errors (“other factors”) rises to about 0.4 
percentage points in 2012 (𝜌=0.9), and by about the same amount in 2013, leaving 
further room for the effects related to factors not explicitly considered in the above 
simulations. 

Overall, the very small values of the residual component (near zero in the case of 
baseline multipliers) support the assumption of larger output responses to fiscal shocks 
in severe economic conditions. The role of fiscal multipliers turns out to be significant in 
the years most affected by the effects of the consolidation measures (2012-2013), while 
it seems less important when the recession is milder. This is the case for 2014, when the 
growth forecast errors are primarily explained by the actual path of the exogenous 
variables. 

 

7 Conclusions 

In this paper we provide estimates of the fiscal multipliers for the Italian economy based 
on a structural macro-econometric model (the MeMo-It model). Performing sub-period 
estimations, we find suggestive evidence of an increase in the size of those multipliers in 
the latter part of the sample, involving the crisis period (2008-2014).  

How to get from these indications to a more precise inference of crisis-specific 
multipliers is an unresolvable problem with standard model estimation since: a) model-
based estimates of fiscal multipliers are, by construction, independent of the state of 
the economy; b) the length of the crisis is too short to make any accurate and efficient 
estimate of the crisis multipliers feasible.  

We circumvent this problem by first correcting the model for any instability of structural 
parameters (in both cointegration relations and error correction equations) and, then, 
applying a methodology that, based on the estimation of weights for sub-period 
multipliers, allows us to infer the fiscal multipliers for the crisis period. We show that, 
despite the higher statistical uncertainty, the size of these multipliers is significantly 
larger than pre-crisis estimates, both on the expenditure and the revenue sides. This 
holds even after various sensitivity tests confirming, for the Italian case, the findings of 
the empirical literature about the notable increase in the size of fiscal multipliers in the 
crisis period compared with normal times. 

We then apply the estimated (baseline) period-specific multipliers to the multi-year 
fiscal consolidation plan adopted, in several instalments, by Italy in the latter part of 
2011. Our simulation results show that appropriate consideration of the crisis-specific 
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multipliers considerably reduces the forecast error for the depth and length of the 
subsequent recession compared with the projection obtained on the basis of the 
standard model-based multipliers. Robustness checks, performed under the assumption 
of positive values for the covariance between the same multipliers in different periods, 
substantially confirm the baseline result of an appreciable reduction in the forecast 
error. 
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